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Preface
 This volume of essays centers on basic aspects of mind. I discuss the mainthemes of the volume in the Introduction. Here I want to make a few morepersonal remarks. Some pertain to general attitudes toward the substance ofthe early essays in the volume. Some pertain to memories, feelings, and debtsregarding the circumstances of their birth.
 The birth dates of the essays span a period of more than three decades.In this Preface, I will confine myself to the earlier essays in the volume. Theearly essays established a direction for the rest, with the exception of the twopapers on consciousness. The volume includes the essays (“Belief De Re” and“Individualism and the Mental”) in which I learned to sing—communicate witha distinctive philosophical voice. It also includes the papers (those two, togetherwith “Other Bodies”, “Intellectual Norms and Foundations of Mind”, and myearly work on perception) that set the direction for what I think of as my primaryphilosophical work. In returning to these essays for this occasion, I experiencea combination of familiarity and distance. I suppose that these feelings arecommon emotional embellishments of long-term memory. The feelings haveparticular substantive content as well as typical emotional coloring, however.
 The early papers in this volume were written during heady philosophicaltimes. With regard to the work by Donnellan, Kripke, and Putnam on linguist-ic reference, there was a sense abroad in the philosophical community, whichI shared, that something of long-term philosophical importance was occurring.This sense remains palpable and familiar. It has been confirmed with the passageof time.
 On the other hand, aspects of these developments now seem philosophicallyblinkered. The methodology of the time was to separate linguistic matters assharply as possible from issues in the philosophy of mind and epistemology.There are scientific advantages in this procedure. It constitutes an idealizationof the sort that often serves science and understanding well. A phenomenonis simplified, the better to study some of its basic features in as pure a formas possible. This methodology has, I think, yielded dividends, particularly inphilosophy’s contribution as midwife to the birth and development of semanticsin empirical linguistics.
 The methodology was, however, philosophically limiting. The roots ofreference lie in mental capacities—in particular, in perception and in various
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x Preface
 mechanisms, especially memory and belief formation, that preserve perceptualreference. A serious philosophical limitation of the initial work on linguisticreference is that it was not coupled with comparably sophisticated reflection onmind. Perception, which clearly grounds the sorts of reference that drove thework on language, received little serious philosophical attention at all. Someof these limitations still weaken parts of philosophy of language, in my opin-ion, although, as noted, some parts of idealized, relatively “pure” approaches tophilosophy of language have made steady, valuable contributions to knowledgethrough association with linguistics.
 A similar mix of identification and distance marks my attitude toward myphilosophical contributions from the period immediately following the break-throughs on linguistic reference. Not surprisingly, the element of identificationdominates. Seen at this distance, I think that my main contributions were,broadly, threefold. First, I developed philosophical issues about representation,including reference, in the domain in which I think they more fundamentallyarise—the domain of mind. Second, I explained and systematically exploredways in which the natures of mental states constitutively depend on relations toan environment beyond the individual. Third, I extended (past the paradigms ofdemonstrative reference, proper names, and natural kind terms that had domin-ated the thinking about language) the types of representational phenomena thatconstitutively depend on relations to a broader environment. The sense that Iwas on to new, foundational directions in philosophy was vivid at the time ofwriting “Individualism and the Mental”. This sense remains vivid.
 On the other hand, there are passages in these early papers that show that I hadnot always adequately separated phenomena that are relevant to understandinglanguage use from phenomena that are relevant to understanding mind. Someaspects of language serve communication rather than expression of thought.Some are relevant mainly to practical exigencies, and give only the most indirectclues to mental or even linguistic structures. I was aware of these general points,and made use of them. But I did not apply them as well as I might have. Myimproved understanding of these matters is marked in the postscripts.
 I was on sabbatical in Graz, Austria, during the Fall of 1977 and in Londonduring the Winter and Spring of 1978. This was the period in which I conceivedthe ideas of “Other Bodies” and wrote “Individualism and the Mental”. Thetime in London was particularly stimulating. During the mornings, I worked.Afternoons, my wife Dorli and I got to know London. In the evenings, weattended concerts or the theater. Although I put fewer hours into philosophy thanI sometimes do, I believe that I worked more efficiently than at any other time inmy life. Inspiration from Rembrandt, Velasquez, Shakespeare, Mozart, Schubert,Wren, and Newton seemed to buoy my thinking. The joy of discovery wasvery intense during that period. Those two papers—and another on semanticalparadox—developed toward birth in parallel with the pregnancy that led to ourfirst son, Johannes.
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Preface xi
 After returning to California, I discussed final drafts of “Individualism andthe Mental” in two long late-night sessions with Rogers Albritton. Albrittonconvinced me to make the arthritis example, which had been a secondary case,the lead example—suppressing an example about sofas to secondary status. (Avariant of that sofa example eventually took center stage in “Intellectual Normsand Foundations of Mind”.) I remain grateful to Albritton, now deceased, for hissearching criticism, for his perspective on the issues, for his charm in discussion,and especially for his encouragement.
 Many others helped in the gestation of the papers collected in this volume.I despair at recording my gratitude to most of these people individually, sincemost of the encounters are lost to memory. Regrettably, in most cases, I have toexpress my indebtedness in generalized form. Some specific acknowledgmentsoccur in the notes of the individual papers. I will mention just a few individuals.During a semester-long visit to MIT in 1982, Ned Block went to the troubleof trying to get my views exactly right. He cemented a long-term personal andintellectual friendship. He remains a valuable interlocutor, as the notes in some ofthe newly published material here will attest. During the same visit, I had severalformative discussions with Jerry Fodor and Noam Chomsky. Fodor, along withcourses that I took at MIT on the psychology of vision, sparked my long-terminterest in empirical psychology. The talks with Chomsky established a personalrapport that survived and even fructified our philosophical differences.
 Among students during the formative years, I am particularly grateful toJoseph Owens, Bernard Kobes, and Martin Hahn. Each wrote dissertations onaspects of anti-individualism. I have continued to learn from them long afterthey graduated.
 My debts to my family remain primary. My wife Dorli gave love, support,inspiration, and encouragement despite my frequent absences of mind. Involve-ment with the lives of my sons, Johannes and Daniel, especially in sport andmusic, provided outlets into other types of reality. Their support was oftenimplicit but nonetheless fundamental. Both have grown, in different ways, intointellectual partners. Sadly, my parents are no longer around to receive thanks.I thank them anyway. My mother, Mary, tried bravely and touchingly to readsome of my early work, and maintained confidence and support that transcendedunderstanding. This volume is dedicated to the memory of my father, Dan. Hisintense involvement with music helped develop one of the loves of my life. Healso provided for me the single most influential example of intellectual breadthand curiosity. And he too believed in me without being able to assess what Iwas doing.
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Introduction
 The essays in this volume center on philosophical issues about mind, and aboutlanguage insofar as it is an indication of mind. The volume includes most ofthe essays in which I defend anti-individualism. It also includes discussion ofother aspects of mind—mind–body causation, the mind–body problem, andconsciousness. In this introduction I sketch some background. I also commenton the individual essays and how they relate to one another.
 Before I explain what anti-individualism is, I want to explicate some termin-ology briefly. Anti-individualism is a view about the natures of representationalmental states and events. ‘Nature’ is a relaxed, semi-technical term. The tra-ditional term is ‘essence’. I do not have anything against essences. To beginuncontentiously, however, I take as little stand as possible on traditional meta-physical issues about essences. Something’s nature remains with it as otherproperties or relations come and go. Insofar as there are more or less basicways of categorizing things, natures are more basic ways. In the background, Ihold a stronger view: Something’s nature constitutes what it is, without whichit could not be. I do not assume that there is always a sharp answer to thequestion what the nature of a thing is. Usually, however, at an initial level ofinquiry, the nature of something is unsurprising. The nature of the tree is beinga tree—it is not being thirty feet tall, or being an ornament in the garden, orbeing covered with green leaves. Less obviously, the nature of the tree mightbe: being a certain type of realization of a certain genetic profile.
 I will be discussing what constitutively determines the natures of mentalstates. What constitutively determines a nature is not always just the natureitself. What constitutively determine a nature are conditions that are necessary(or sufficient, or necessary and sufficient) for something to have the nature it hasand that help explain the nature. Having a certain DNA profile and having certainfurther properties may be the nature of a tree. Certain topological properties ofspace may help constitutively determine the nature. Being a shovel might be thenature of a given instrument. The nature may be partly constitutively determinedby someone’s intentionally making a tool out of certain material, or using itwith a certain purpose. The line between nature and constitutive determiningconditions is not always clear or important. Sometimes it is, however. The
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2 Introduction
 distinction sometimes corresponds to different types of explanations. I will refinethis point later.
 Anti-individualism is a view about the natures of representational mentalstates and events. Examples of representational mental states or events arethoughts, beliefs, intentions, desires, perceptions, hallucinations, misperceptions,imaginings. An aspect of their function is to be about something—to present asubject matter as being a certain way. Such states can represent veridically ornon-veridically.
 Representational states and events have representational content. Represent-ational content is a structured abstraction that can be evaluated for truth orfalsity, or for perceptual correctness or incorrectness. A propositional attitude,like a belief that not all that glisters is gold, has a propositional representa-tional content. The representational content is that not all that glisters is gold.A perceptual state, like a perception of a particular body as being a body andas glittering, has another sort of representational content. What sort is a matterthat would require more detailed specification than I want to go into here. Butroughly, if someone perceives a particular body as a glittering body, the percep-tion’s content makes singular reference to the body and involves a perceptualgrouping or perceptual attributive that presents it as a body and as glittering.The belief’s content is true or false, depending on whether or not all that glitters(glisters) is gold. The perception’s content is accurate or inaccurate, dependingon whether the perception singles out a body that glitters.
 Representational content is not only evaluable for veridicality. It helps type-identify the mental state with that content. Or, to put it another way, it is partof the psychological kind that the associated mental state is an instance of.Thus the above cited belief is a not-all-that-glisters-is-gold belief. Psychologicalkinds typed partly by representational content are cited in psychological explan-ations. The representational content has a structure that corresponds to differentaspects of the mental ability or mental state that it type-identifies. Thus the rep-resentational content of the belief cited above is made up of concepts, certaintypes of sub-propositional contents—for example, the relevant gold concept.There are other kinds of components of full representational contents besidesconcepts–applications and perceptual attributives.1 These components, in turn,type-identify aspects of representational states that have the representationalcontents, or are of the representational kinds.
 The foregoing should give some handle on some of the terminology that I willbe using. I now want to explain the key view that dominates this volume—anti-individualism.
 1 Applications will be discussed later in some detail, especially in ‘Belief De Re’ (Ch. 3) andits Postscript. Perceptual attributives will not come in for much discussion in this volume. They arethe perceptual analogs of predicative concepts. Thus, in a perception of something as a body, theperceptual grouping body (or some specific version of this grouping) is a perceptual attributive.
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 Individualism is the view that all of an individual’s representational mentalkinds are constitutively independent of any relation to a wider reality. Anti-individualism maintains that many representational mental states and events areconstitutively what they are partly by virtue of relations between the individualin those states and a wider reality. More specifically, anti-individualism holdsthat the natures of many such states and events constitutively depend for beingthe natures that they are on non-representational relations between the individualand a wider environment or world. Such relations are constitutively necessaryfor the states and events to be the specific kinds of states or events that they are.
 The intuitive idea of anti-individualism is that representational states can-not occur in a vacuum. One cannot have conceptual or perceptual abilities torepresent matters beyond the mind unless they are associated with supplement-ary or collateral connections between the individual’s psychology and someaspects of the subject matter. The specific representational content that theseabilities have—the specific kinds of representational abilities that they are—ispartly determined by specific aspects of the subject matter that those abilitiesrelate to. Most commonly, the subject matter is the physical environment. Rep-resentational abilities are possible only by being supplemented by systematicnon-representational relations between the individual and a subject matter. Mostcommonly, the non-representational relation is causation.
 To illustrate the point in the crudest way: an ability to believe something aboutaluminum as aluminum requires some collateral causal connections betweenaluminum and the individual’s cognitive system. A collateral causal connectionmight be light’s bouncing off the aluminum and impacting the visual system ofthe individual, ultimately engendering perceptions of aluminum. An ability toperceive a rigid body as red and spherical depends on similar causal connectionsto relevant shapes and rigid bodies, and to red surfaces or red light.
 The point is not merely developmental. It is not just that individuals acquiretheir beliefs by being in causal contact with relevant features of the environment,perhaps through the teaching of others. The point is constitutive. It is that,in many cases, a belief or perception is the kind of psychological state it isthrough being embedded in a network of collateral non-representational relationsto aspects of the wider environment.
 The illustrations just given are exaggerations for effect. They are not quitecorrect as stated. The relevant collateral relations do not have to be as simpleas the examples suggest. They can be quite complex and indirect. For onething, they need not occur in the individual’s own life. The relations to theenvironment can route through other people, or through the evolution of anindividual’s perceptual system.
 Moreover, the relevant constitutive relations need not be relations to the thingrepresented. One can think about aluminum as aluminum even though one’scognitive system never interacts with aluminum. For example, a Martian scientistcould theorize about the structure of aluminum and imagine its macro-properties.
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4 Introduction
 That would be enough to have a concept of aluminum—to be able to think aboutsomething as aluminum —even though there is no aluminum in the scientist’senvironment. Light from aluminum never entered the scientist’s visual system.The scientist’s perceptual systems never evolved from perceptual interactionwith aluminum. The scientist never had any other indirect causal transactionswith aluminum. It never caused anything that the scientist did perceive. Andthe scientist never communicated with anyone who had such causal relationsto aluminum in perception. The scientist’s capacity to think about aluminumdepends, however, on this capacity’s being linked to other cognitive capacitiesthat are causally affected by matters that the scientist thinks about. For example,to theorize about the structure of aluminum, the scientist might have thoughtabout hydrogen and about chemical bonding. These aspects of reality do bear(complex, indirect) causal relations to the scientist’s psychological systems.
 One can also have concepts that apply to nothing. Such capacities are notcausally related to anything that they apply to. For example, in a conjecturethat phlogiston is contained in combustible bodies, or a thought that Vulcan’sorbit is close to Neptune’s, or a belief that Santa Claus lives at the north pole,the representational contents phlogiston, Vulcan, and Santa Claus do not applyto anything in reality. It is possible to think these thoughts only because theserepresentational contents are connected in the individual’s psychology to othermental states that do have relevant constitutive connections to subject mattersthat they apply to.
 There are many ways in which a thought content can be about a property,kind, relation, or object as such, even though the individual does not bear causalrelations to it. Representational states may be products of inference, perceptualor conceptual composition, or various forms of unconscious amalgamation orassociation. In all these ways, thoughts need not bear a causal relation to whatthey represent. A representational ability must, however, be grounded in somesystematic, non-representational relations to some subject matter.
 So the general idea is that what kinds of representational mental states onecan be in are limited by what relations one bears to one’s environment. Mindsbear constitutive relations to matters beyond them. This basic idea is spelled outin more detail in the essays.
 A corollary of the basic idea is that representational mental kinds are indi-viduated in an explanatory context that is wider than that of the individual’smind or body. For example, a belief that aluminum makes foil is a specif-ic kind of belief. Its being the kind that it is, is fixed by a representationalcontent suggested by the words ‘that aluminum makes foil’. The belief is analuminum-makes-foil kind of belief. Explanations of an individual’s activity thatmake reference to this kind of belief connect it not only to other mental statesand to bodily movements by the believer, but also to perceptual, practical, orcommunicative relations to a wider environment. In actual fact the environmentincludes relations between believers and aluminum itself. But even if aluminumdid not occur in the environment in which the belief was constitutively formed,
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Introduction 5
 explanations that appeal to the belief connect it to a background that includesan environment wider than that of the individual’s mind or body.
 The ramifications of these points are considerable. They touch the natures ofrepresentation, thought, perception, action, communication, apriori knowledge,self-knowledge, empirical knowledge, psychological explanation, and personalidentity; the relations between persons and animals; the mind–body problem;and the problem of scepticism. Some of these ramifications are suggested inthese essays. Others will be developed in subsequent volumes of essays, or insubsequent work.
 The origins of anti-individualism lie in Greek philosophy. Aristotle tookthe form of perceptual and other psychological states to be systematically andnon-accidentally related to the forms of physical entities which they represent.Aristotle’s notion of form here is closely related to our notion of kind. Mentalforms or kinds are what they are through systematic relation to physical formsor kinds that they represent and on which they are causally dependent.2
 This Aristotelian view dominated the Middle Ages. I once believed thatDescartes rejected anti-individualism. I no longer believe this to be true.‘Descartes on Anti-Individualism’ (Chapter 19) explains my current view. Ithink that Descartes carried on and deepened the Aristotelian tradition in thisrespect. The empiricists constitute complex cases, as do Leibniz and Kant. Hegeland Frege are, I believe, clearly anti-individualists.3 These issues are ripe fortreatment by historians of philosophy. Anti-individualism is a prominent, evendominant, view in the history of philosophy.
 During the twentieth century a number of philosophical currents conspired toencourage individualism. One such current was a focus on qualitative aspects ofthe mind in theories of perception in the first half of the century. Both sense-dataviews, in the British tradition growing out of the work of Russell and Moore,and phenomenological views, in the Continental tradition growing out of thework of Husserl, encouraged the idea that one can construct mental reality (andsometimes physical reality as well) from introspectable, qualitative, intrinsicaspects of consciousness. Indeed, any position that gives the first-person pointof view uncritical hegemony in philosophical reasoning will be tempted to forgetsome of the necessary constraints on representation or intentionality.
 Behaviorist and neo-behaviorist movements encouraged individualism in adifferent way. Thinking that one can reduce attribution of mental states to
 2 Aristotle, De anima II, 5–12; III, 4–5; On Generation and Corruption I, 7. Plato took themind to be capable of representing reality only by being in relation to abstract, objective forms thatare certainly individual-independent. I believe it plausible that Plato as well as Aristotle was ananti-individualist, but I regard this case as more complex than I can confidently advocate.
 3 These assessments constitute more caution about the empiricists than is present in the historicalremarks at the beginning of ‘Cartesian Error and the Objectivity of Perception’ (Ch. 7). Kant’s‘Refutation of Idealism’ has definite anti-individualist elements, but his idealism greatly complicatesthe historical issue that I am sketching. For remarks on Hegel, see the beginning of ‘Individualismand the Mental’ (Ch. 5). For remarks on Frege, see my Truth, Thought, Reason: Essays on Frege(Oxford: Clarendon Press, 2005), Introduction, pp. 54–63.
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6 Introduction
 attribution of dispositions to bodily responses, or to networks of causal rela-tions that mediate surface stimulation and bodily movement, proponents of thesemovements thought that mental states can be individuated and accounted forentirely in terms of dispositions or functions of the individual’s body.
 Early materialist movements in philosophy also provided impetus to individu-alism. Several prominent philosophers thought that mental kinds are reducible tophysical kinds. Insofar as the relevant physical kinds seemed to be neural, thereseemed to be no role for relations to a wider reality, in determining conditionsfor being particular kinds of mental states.
 Most of these movements were waning by the time I developed argumentsfor anti-individualism. But all of them left residual inclinations that temptedphilosophers to neglect the anti-individualist tradition. So when it re-emerged,anti-individualism had a feel of being a new view.
 There were, to be sure, immediately antecedent currents in philosophy. Onewas Wittgenstein’s emphasis on social practice and social use. I have no questionthat Wittgenstein was an anti-individualist. However, the tradition flowing fromWittgenstein’s work harbored a broad suspicion of psychological explanation.It flirted with a social behaviorism about representational states that leaves theenvironmental and social emphases of the tradition only tenuously related tomind—because it leaves mind tenuously related to anything.4
 The more important immediate antecedent was the major change in thetheory of linguistic reference brought about in work by Donnellan, Kripke,and Putnam. This work showed that the reference of various linguistic terms,especially names and natural kind terms, depends on causal and other not purelyrepresentational relations to the environment, sometimes through the mediationof other language-users. Apart from these relations, even descriptive abilities ofthe individual were shown to be incapable of accounting for definite referencecarried out in the individual’s language.5
 Although my work was strongly influenced by these antecedents, it took anew direction. Anti-individualism concerns not just language but mind, not justreference but mode of representation, and not just a few types of representationbut nearly all types.
 Let me turn from the broader history to some narrower, autobiographicalremarks. In my work, three lines seem to me to have been the main antecedents
 4 Saul Kripke’s exposition, in Wittgenstein on Rules and Private Language (Cambridge, Mass.:Harvard University Press, 1982), evinces the ambivalent bearing of Wittgenstein’s views on theindividuation of psychological states. The solution is a sceptical solution to a sceptical problem.Some of the scepticism is, in effect, about the full reality of representational mental states. Sucha view is at least suggested in Wittgenstein’s work, and is explicit in the work of many of hisfollowers.
 5 Saul Kripke, Naming and Necessity (Cambridge, Mass.: Harvard University Press, 1972); KeithDonnellan, ‘Reference and Definite Descriptions’, The Philosophical Review, 75 (1966), 281–304;idem, ‘Proper Names and Identifying Descriptions’, Synthese, 21 (1970), 335–358; Hilary Putnam,‘Is Semantics Possible?’ (1970) and ‘Explanation and Reference’ (1973), in Philosophical Papers,ii (Cambridge: Cambridge University Press, 1975).
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Introduction 7
 of anti-individualism. One line is my early work on linguistic reference.6 Here Iwas certainly influenced by the revolution in the theory of reference mentionedabove. My focus was somewhat different, in that I was mainly concerned withthe logical form of the relevant linguistic devices.7 This concern was an earlyinstance of my interest in mode of reference and mode of presentation. Theway the reference is carried out, within a representational system—in this case,within a language—was as important to me as the causal and contextual factorsthat make successful reference possible.
 The second line is represented by ‘On Knowledge and Convention’ (Chapter1 in this volume). This article criticizes David Lewis’s theory of convention.8
 What seems to me interesting about the article now is not the particular crit-ical point. It is the article’s caution against hyper-intellectualized accounts ofmeaning and representational practice. Language functions quite well even ifindividual speakers misunderstand basic facts about its functioning. A languagecan be conventional even though its users do not know that it is convention-al. They may disbelieve that it is conventional. These facts leave room for thedetermination of the nature of the practice by facts about it that are beyond theken of the practitioners.
 This point is broadly parallel to a point driven home by the theory of linguisticreference: Reference can be definite even though the language-users who carryout the reference may not know enough to be able to describe the referent or fixit in a knowledgeable way. The point about convention, made in ‘On Knowledgeand Convention’, bears not only on linguistic reference, but also on cognitiveimplications of acts of reference, and on the nature of the language itself.
 The third line is represented by ‘Kaplan, Quine, and Suspended Belief’ and‘Belief De Re’ (Chapters 2 and 3). The former article makes some technicalpoints about an issue in the logical form of belief attributions. The interest ofthe article to me now is its insistence on the priority of de re belief over dedicto belief—a point that is elaborated in the latter article. ‘Belief De Re’ is theclosest antecedent in my work to the articles on anti-individualism.9 This articlebegins my shift in focus from pure philosophy of language to issues regardingthought and mind.
 6 Burge, ‘Reference and Proper Names’, The Journal of Philosophy, 70 (1973), 425–439; andidem, ‘Demonstrative Constructions, Reference, and Truth’, The Journal of Philosophy, 71 (1974),pp. 205–223. These articles are not reprinted here. I hope to have them collected later in a furthervolume.
 7 This angle on reference was influenced by the work of Donald Davidson. A focus on logicalform of demonstrative devices is also present in David Kaplan, ‘Dthat’, in P. Cole (ed.), Syntax andSemantics, ix (New York: Academic Press, 1978).
 8 David Lewis, Convention: A Philosophical Study (Cambridge, Mass.: Harvard University Press,1969).
 9 For further discussion of this article, see my Postscript to it in this volume. Cf. also my‘Davidson and Forms of Anti-Individualism: Reply to Hahn’, in Martin Hahn and Bjorn Ramberg(eds.) Reflections and Replies: Essays on the Philosophy of Tyler Burge (Cambridge, Mass.: MITPress, 2003), 347–350.
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8 Introduction
 I make two primary claims in ‘Belief De Re’ that are relevant to anti-individualism. First, I argue that there is an irreducible occurrence-based,non-conceptual element in thought.10 Such thoughts are not to be understoodpurely in terms of representational contents that mark abilities that can beindividuated independently of specific contextual psychological occurrences.Second, I argue that having any thought at all requires having thoughts whoserepresentational contents include such occurrence-based, non-conceptual ele-ments—specifically de re thoughts whose contents contain such elements. Theidea is that for a being to have representational capacities, it must be able toapply or connect those capacities to particulars in a subject matter. To havedefinite thoughts, it must have some thoughts that are actually applied in a waythat depends on occurrence-based representational elements that are supportedby non-representational relations (for example, causal relations) to a subjectmatter. That is a constitutive condition on the capacities’ and thoughts’ beingrepresentational.11
 These points are closely connected to key elements of anti-individualism. Foranti-individualism maintains that the specific natures of many representationalstates and events (including capacities type-identified by perceptions and con-cepts) are constitutively derivative from specific aspects of the environment towhich those states and events are related in non-representational ways. ‘BeliefDe Re’ does not make this claim. It does postulate occurrence-based represent-ational contents (applications) that depend for their identities in subtle, partialways on relations to the environment.12 It says nothing about individuation ofability-general, non-occurrence-based psychological abilities, particularly thosemarked by concepts or perceptual attributives.
 The claim of ‘Belief De Re’ is more general. It bears on conditions for rep-resentation itself. It indicates that de re representation is necessary for havingany representation at all. It indicates that a particular type of non-conceptualrepresentational capacity is necessarily the vehicle that capitalizes on supple-mentary non-representational relations to make other representational contentsand capacities possible—by connecting them to a subject matter.
 10 A similar point applies to perception, as I indicate in ‘Five Theses on De Re States andAttitudes’, forthcoming in a volume edited by Paolo Leonardi, honoring David Kaplan (OxfordUniversity Press). In some respects, this article belongs in the present volume. It contains, in itslast section, a conception of the de re/de dicto distinction that improves on that in ‘Belief De Re’.It confronts somewhat more fully issues about de re attitudes in mathematics. It also develops,much more deeply than ‘Belief De Re’ does, an account of the essential elements in de re attitudes.On the other hand, much of the work in ‘Five Theses’ centers on issues about representation inperception, and on epistemic issues. In this respect, the article is better grouped with discussions ofepistemology or perception. I have gone with this latter consideration.
 11 In subsequent work, I recognized the need to liberalize this claim somewhat. The being canrely on applications in a progenitor. It need not carry out the applications autonomously. Here Iallow for innate capacities that are dependent for their meaning on applications of ancestors. Cf.‘Davidson and Forms of Anti-Individualism: Reply to Hahn’.
 12 I discuss this matter in some detail both in ‘Five Theses on De Re States and Attitudes’ andin ‘Disjunctivism and Perceptual Psychology’, forthcoming in Philosophical Topics.
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Introduction 9
 In a Postscript to ‘Belief De Re’, I discuss four elements of the article. Oneis the inadequate sorting out of linguistic considerations from considerationsbearing directly on mind. A second is the relation between my two epistemicaccounts of the de re/de dicto distinction. I explain that the accounts are notequivalent. I discuss how the difference bears on possible de re thought regard-ing mathematical objects and objects of understanding. A third element is thenotion of an occurrent application of incompletely conceptualized representa-tional contents. I explain why I take such application to be an element in therepresentational contents of de re mental states. I believe that this notion is fun-damental to understanding mind in general, and de re thought and perception inparticular. A fourth feature is the argument that for an individual to have anypropositional attitudes at all, the individual must have de re states or attitudes.This argument provides the immediate background in my work for developmentof anti-individualism.
 The arguments for anti-individualism in these essays are laid out in fourstages, dealing with four different aspects of anti-individualism. Each stage isassociated with a different type of thought experiment. The third stage, centeringon perception, couples its thought experiment with independent scientific con-siderations. Most of the articles in this volume either articulate the argumentsin these four stages or refine them.
 The article that provides the best entry into the series, although not the firstone written, is ‘Other Bodies’ (Chapter 4). The thought experiment in this articleis the simplest and the one most closely related to earlier work on linguisticreference. The relevant earlier work is that of Kripke and Putnam on referenceby natural kind terms in language. The thought experiment in ‘Other Bodies’uses Putnam’s twin-earth methodology and centers on thoughts that use naturalkind concepts.
 Putnam considers an individual using language to represent instances of nat-ural kinds. He then imagines a physically similar doppelganger in a mostly‘twin’ environment, except that certain natural kinds in it are different. I usePutnam’s illustrative device. The point of my thought experiment is to elicita recognition that the representational natures of mental states vary with thedifferences in the individuals’ relations to their environments, even though psy-chologically relevant physical aspects of the individual, considered in isolationfrom relations to the environment, are more or less constant. My thought exper-iment, and the basic conclusions that I draw from it, are importantly differentfrom Putnam’s superficially similar use of the twin-earth methodology. Bringingout these differences is the main point of the article. The differences signal howanti-individualism differs from the view that Putnam sought to establish.
 Two main innovations mark ‘Other Bodies’. (The innovations were presentin the earlier ‘Individualism and the Mental’.) One is a shift of focus from
 13 Hilary Putnam, ‘The Meaning of “Meaning” ’, in his Philosophical Papers, ii.
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10 Introduction
 language to mind. The other is a shift of focus from reference, in languageor in thought, to representational content. Putnam and Kripke discussed thereference of natural kind terms. Their focus was very strongly on language, with,I think, little direct insight into mind.14 In ‘Other Bodies’ and ‘Individualismand the Mental’ I argue that not just the referents of natural kind terms butthe specific natures of mental states about natural kinds, as marked by theirrepresentational (conceptual) contents, depend constitutively on causal relationsto specific aspects of the environment.15 These relations may not be specifiableby the individual thinker.
 A key aim of ‘Other Bodies’ is to show that natural kind concepts are notindexical. They do not shift reference from context to context. The conceptaluminum is true of the same stuff, aluminum, no matter in what context it isused in thought. I made this point against Putnam’s view. The mistake underliesthe key difference between his view of linguistic reference and meaning and myview of mind.16
 14 There is an astonishing lack of reflection on perception among many of the main philosophersof language in this group, even though perception clearly lies at the base of the relations that establishlinguistic reference, in most of the cases that they discuss. The methodology of the time was toconsider language more or less independently of any developed account of mind. Donnellan doesgive an account of referential use of language in terms of having an object ‘in mind’ and in termsof intended reference. But there is no elaboration of either of these notions. Putnam offers moreon mind in “The Meaning of ‘Meaning’ ”. Putnam’s account of non-factive thought in that articleis basically individualist. Some of his account of mind contains fundamental errors that stem fromthinking of some aspects of mental states too much in terms of linguistic reference. I discuss thespecifics of Putnam’s views in more detail below in this Introduction (cf. note 16), in ‘Other Bodies’,and in the Postscript to ‘Individualism and the Mental’. All three philosophers failed in their workon language, I think, to see that the linguistic facts that they uncovered are derivative from morepervasive and deeper facts about the representational nature of mind. Despite these critical remarks,I think that the work of all three philosophers was ground-breaking and brilliant. I depended ontheir insights about language in my development of anti-individualism about mind.
 15 Throughout this Introduction I use ‘referent’ in a very broad sense. I mean it to apply to whatsingular terms denote, refer to, or apply to. I also mean it to apply to the semantical values ofpredicative and functional expressions—what they denote, indicate, or attribute. I sometimes alsowrite of the referents of components of thought. Again, the relevant components can be singular,predicative, or functional.
 16 Cf. Putnam’s “The Meaning of ‘Meaning’ ”. Putnam concedes the point in Andrew Pessinand Sanford Goldberg (eds.), The Twin Earth Chronicles, (London: M. E. Sharpe, 1996), p. xxi. Ido not want to discuss Putnam’s 1975 account of meaning in any detail here, but I will make afew remarks. I think that there are various legitimate conceptions of linguistic meaning, includingmeaning of natural kind terms. I regard Putnam’s tendency simply to count the reference of a naturalkind term as its meaning, on one conception of the meaning, as not particularly illuminating for anyconception, much less as an account of representational mental states.
 I think that his conception of a stereotype does illuminate one aspect of meaning. His use ofthe notion of stereotype is, however, a part of his mistake in regarding natural kind terms asindexical. The stereotype is supposed to be the constant element whose referent shifts with context.None of these ideas illumines the way an individual thinks of a referent. Individuals think of water aswater. The referent itself does not illuminate this ‘way’, because in normal cases the referent does notrepresent anything, and because no thinker can think of ordinary referents in non-perspectival, non-representational ways. The stereotype does not illuminate this ‘way’, because individuals can thinkof the referent in using a natural kind term (can think of water as water) while wondering whetherthe stereotype applies, or even believing that it does not apply; and they can think of the referent
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Introduction 11
 The reason why this point is important is that it forces recognition that mythought experiment cannot be taken to bear only on reference. Since relevantnatural kind concepts are not indexical, it would be incorrect to construe thethoughts as containing a single concept or ‘meaning’ or representational contentwhich simply undergoes a contextual shift of referent. The concepts or repres-entational contents are different. This difference marks a difference in the kindsof thought, or the kinds of mental state or event, that occur in the two indi-viduals. It marks a difference in the representative perspectives and epistemicstandpoints of the individuals. The difference is ultimately attributable to dif-ferences in the causal relations to specific elements in the two environments.Differences in causal relations yield differences in conceptual perspectives onwhat the causal relations are relations to.
 Anti-individualism, often called ‘externalism’, is commonly misunderstoodby philosophers who have some sense of the major changes in linguistic refer-ence, but have not much reflected on my work. It is still common to make themistake that I criticized in ‘Other Bodies’ and that Putnam made in “The Mean-ing of ‘Meaning’ ”. A common line that depends partly on this mistake begins byholding that there are two types of ‘content’. Traditional descriptivists are sup-posed to be right about so-called narrow psychological states or narrow contents,which are supposed to be marked purely by descriptive representational con-tent.17 Millians are supposed to be right about ‘wide psychological states’. Theseare supposed to be type-identified by relations between the descriptive contentand elements in the environment—objects, properties, relations. In effect, ‘widecontent’ is supposed to be simply the referents of the purely descriptive con-tents. Many people who think rather cursorily about these matters rely mainlyon concepts from the philosophy of language. Many even now understand anti-individualism as a thesis that referents go ‘into the proposition’ expressed bynames and natural kind terms.18
 Much is wrong with this way of thinking. In fact, it completely miscon-strues what anti-individualism is, or seriously underestimates its force. ‘OtherBodies’ was written partly to refute views like this one. The key point is thatthe relevant concepts (perspectival, representational elements) discussed in its
 even when the stereotype fails to apply. The view that natural kind terms are indexical is incorrect,for the reasons given in ‘Other Bodies’.
 From about 1983 onward, Putnam’s work becomes genuinely anti-individualist. Cf. ‘Computation-al Psychology and Interpretation Theory’, in his Philosophical Papers, iii (Cambridge: CambridgeUniversity Press, 1983).
 17 I discussed the notion of narrow content in ‘Individualism and the Mental’ (Ch. 5). A smallindustry has emerged elaborating one or another conception. Not all such conceptions insist onnarrow content’s being descriptive. In some cases the proposed notion does not seem to me to berepresentational at all. I believe that no one has shown the relevance to psychological explanationof any ‘content’ that escapes anti-individualist arguments and yet remains representational. Much ofthe work in this area seems to me to have the status of philosophical game playing without genuinecognitive application.
 18 I was prompted to make these points by Peter Graham.
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12 Introduction
 thought experiment are not context-dependent for their referents. So the idea thatthere is a constant element that shifts its referent with environmental ‘context’does not account for the nature of the mental states or their representationalbehavior.
 Views of this sort tend to have other difficulties. I will mention four. First,they frequently fail to show that the descriptive concepts that are supposed toreplace the concepts that the thought experiments deal with are always psy-chologically available to individuals in the relevant cases. So the descriptiveconcepts do not in general mark cognitive abilities, as they should. Second, thedescriptive concepts (or other supposed narrow contents) are not rationally, psy-chologically, or epistemically equivalent to the concepts that they are supposedto account for (or replace). This equivalence is not achieved by adverting to the‘wide’ contents. For example, it is sometimes thought that the way a thinkerthinks of water is fully captured or apriori equivalent to something like the stuffthat occurs in lakes and rivers. To the contrary, a thinker thinks of water aswater, and it is an empirical matter for the thinker whether water is the stuffthat occurs in lakes and rivers. Third, these ways of thinking tend not to recog-nize that the descriptive or supposedly neutral notions in terms of which ‘narrowcontent’ is specified are themselves constitutively dependent on relations to awider environment. Finally, logical, mathematical, and other apriori aspects ofthought which are simply assumed to be ‘narrow’ are themselves dependenton relations to matters beyond the mind of the individual. So ‘internal determ-ination’ does not correspond to those elements of thought that are normallyconstant among empirically different or contingent ‘twin’ environments. (I willdiscuss this matter further below.)
 The ‘wide’ aspects of the view have difficulties as well. No representationalcontent that marks a representational state kind has a non-representational com-ponent. Environmental referents of representational states do not by themselvessuffice to type-identify any of representational state kinds that are fundament-al in psychological explanation or epistemology. Individuals necessarily thinkabout subject matters in certain ways or from certain conceptual perspect-ives. For example, individuals think about aluminum as aluminum. There aremany ways of thinking about aluminum.19 In fact, there are many ways ofthinking about aluminum as aluminum. It will not do to take the referent ascapturing any sort of psychological content. Representational content needsto explain or indicate how referents are thought about. Descriptions or otherallegedly narrow contents available to the thinker do not suffice to determinethe way the individual thinks about aluminum, since they do not determinein themselves (as opposed to contextually or contingently) that they applyto aluminum—as thinking of aluminum as aluminum does. In many of the
 19 Thinking about aluminum as aluminum is thinking about aluminum in a way that entails thatits denotation or referent is aluminum, if there is any denotation or referent at all. There can bemany ways of thinking about aluminum as aluminum that meet these conditions.
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Introduction 13
 relevant cases, indexical devices are demonstrably not how we think about thereferents.20
 As far as I can see, representational content, anti-individualistically individu-ated, fills the semantical, psychological-explanatory, and epistemic roles thatmental-state kinds are supposed to fill. I have seen no grounds to believe ina further sort of representational content, or in a division of representationalcontents into wide and narrow kinds. Even now, because of compartmentaliza-tion in much of philosophy, many philosophers lump the important changes intheory of reference with anti-individualism, failing to appreciate the enormityof the differences, and their implications for our understanding of knowledgeand mind.
 Although I am emphasizing the fact that relations to entities in the envir-onment play an indispensable role in determining the content of many mentalstates, I want firmly to insist that these relations are not the only factor in determ-ining mental kinds. There is a large role for the ways that the individual and hiscognitive subsystems process information. Different perceptual perspectives ona given property, relation, or kind are at the heart of perceptual representation.These perspectives involve not simply types of causal routes to a representedentity. They involve different ways of processing the information, or differentinformation processed. These help determine different modes of presentation,different types of representational contents.
 For example, a given distance can be computed in the visual system in manyways. Each computation utilizes different inputs and yields a different represent-ation, or mode of presentation, of the distance. A given method of computationmight compute the same distance from very different angles and with very differ-ent proximal stimulation. Each computation that is different in these ways willyield perceptual states with different representational contents. Further, thereare different methods for computing distance—different distance cues—in thevisual system. These different methods also commonly yield different perceptualrepresentational contents or modes of presentation. Yet further, different percep-tual modalities (say, hearing and vision) can represent the same distal property.Again, these differences normally correspond to different representational con-tents specifying the same property.
 What holds for perception holds for other types of representation. Differentrepresentational contents referring to a given object, property, kind, or relationcan have different inferential potentials, or be affected in different ways by
 20 There are a few views that carry over Millian views on linguistic reference to the accountof reference in thought. Millian conceptions have some plausibility in accounting for a restrictedaspect of language use, though insofar as they omit any meaning or mode of presentation over andabove a referent, I am unconvinced that they are correct, even as applied to language. They haveno grip on psychological explanation, perceptual theory, or on a reasonable philosophy of mind.It is psychologically incoherent to imagine that we think of referents, but in no way at all–fromno representational perspective at all. Anti-individualism specifies representational ways in whichrelevant referents are thought about, and shows those ways commonly to depend on patterns ofrelations to the environment.
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14 Introduction
 priming or habituation, or may connect to different files or memories. Thus theindividuation of psychological representational kinds does not hinge purely onrelations to aspects of the distal environment. Such relations nonetheless anchorindividuation and provide a necessary element in it.
 I noted that ‘Other Bodies’ is the best introduction to the series of fourthought experiments. But ‘Individualism and the Mental’ was written first.21
 Both articles show that individual–environment relations constitutively bear onmind as well as language. Both show that those relations help constitutivelydetermine not just reference but the representational natures of mental statesand events. That is, each brings its thought experiment to bear on aspects ofmind type-identified by representational contents—particularly concepts—notsimply referents.
 A third primary contribution of ‘Individualism and the Mental’, not present in‘Other Bodies’, concerns the range of concepts that constitutively depend on anindividual’s non-representational relations to a wider reality. The article showsthat the range comprises vastly more representational types than those that cor-respond to names and natural kind terms. ‘Other Bodies’ concentrates on naturalkind concepts in order to highlight ways in which my anti-individualism differsfrom Putnam’s treatment of the reference and ‘meaning’ of natural kind terms.‘Individualism and the Mental’ brings out how pervasively a wider environmententers into the individuation of mental states. Mental states type-identified bynearly every type of representational content are affected.
 I invoke two phenomena to elicit the role of a wider reality in constituting thenatures of mental states marked by such a wide range of representational con-tents. One is incomplete understanding. The other is the role of social relationsin mediating between an individual and aspects of the wider reality.22
 The role of the social in attitude determination seems to me to affect an evenwider variety of concepts or terms than are discussed in ‘Individualism and theMental’. For example, I believe that there is a social role for attitude determ-ination in the cases of attitudes marked by certain logical and mathematicalconcepts.
 The standards for understanding vary with the case. A community-wide stand-ard does not apply willy-nilly to all members of the community. There areconditions for minimum mastery, and for dependence or reliance on others.There are various ways of opting out. There are cells of sub-communal interac-tion that can determine standards for understanding that need not accord withsome wider communal practice or understanding.
 21 For further discussion of this article, see the Postscript in this volume and ‘Davidson andForms of Anti-Individualism: Reply to Hahn’, ‘The Thought Experiments: Reply to Donnellan’,‘Psychology and the Environment: Reply to Chomsky’, all in Hahn and Ramberg (eds.), Reflectionsand Replies the Philosophy of Tyler Burge, op. cit..
 22 Further discussion of incomplete understanding occurs in ‘Intellectual Norms and Foundationsof Mind’ (Ch. 10), and in ‘Frege on Extensions of Concepts, From 1884 to 1903’ and ‘Frege onSense and Linguistic Meaning’, Chs. 7 and 6 in Truth, Thought, Reason.
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 Actual best understanding in a community may not be complete understand-ing. Since a role of the social relations is to connect individuals to the referentof a word or concept, the nature of the referent can trump explicational under-standing. (This is a primary point of ‘Intellectual Norms and Foundations ofMind’ Chapter 10.) Standards for understanding are set by a combination ofthe nature of the referent, the existence of a chain of speakers in connectionto the referent, and elements of explicational understanding by participants inthe chain.
 As I have mentioned, there are opportunities for variations in the ways peopleconceive a referent, even when they are linked in a communicative chain to it.Nevertheless, there are also strong sources of preservation of representationalcontent among people who communicate with one another. Such communicationoccurs among people with widely varying linguistic competence, backgroundknowledge, and perspective. One such source of content preservation lies in ourcommon world and our common perceptual equipment. We are molded by thesame world; and we have similar perceptual equipment, which yields the firstand most dominant base for representing the world. Another source of contentpreservation lies in the social and normative conditions for agreement, for mutualevaluation, for sharing information, and for relying on one another for knowledgeand warrant. Serious reflection on how little knowledge, warrant, agreement,and shared culture would be left if we did not, despite deep differences inunderstanding and background knowledge, routinely share thoughts will elicit, Ithink, the pervasiveness of shared representational content. Content preservationlies at the base of a network of conditions that makes a continuous and sharedculture possible.23
 There is still much to be gained from reflecting on mechanisms and normsof social dependence of human language and thought. There remain many inter-esting questions that I think my initial and subsequent work made progressupon, but which invite further exploration. What types of reliance on othersallow a place for social factors in individuation of mental states? What sorts ofpsychological conditions and attitudes can block or cancel such reliance in indi-vidual cases? How do such factors illuminate the nature of language, knowledge,warrant, cooperation, and communication? How do they bear on the transmis-sion of knowledge and culture? In what ways are the relevant social factorsdistinctive of human beings? In what ways are these factors refinements ofsocial interactions in other animals? What aspects of mind are social conditionsnecessary to, and in what ways are social conditions merely psychologically,as opposed to constitutively, fundamental? Confronting such questions may
 23 I explore aspects of this network in several papers not printed in this volume—particularly,‘Russell’s Problem and Intentional Identity’, in James Tomberlin (ed.), Agent, Language, and Struc-ture of the World (Indianapolis: Hackett Publishing Company, 1983); ‘Content Preservation’, ThePhilosophical Review, 103 (1993), 457–488; and ‘Comprehension and Interpretation’, in LewisHahn (ed.), The Philosophy of Donald Davidson (Chicago: Open Court Publishers, 1999). In thesematters, I think, I have hardly scratched the surface.
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 help carry us beyond the true but overworked bromide that humans are socialanimals.
 In a Postscript to ‘Individualism and the Mental’, I discuss two main defi-ciencies in the article that have caused misunderstanding. One is an instabilityin my early explications of what individualism is. The other is an insufficientlyclear distinction between linguistic considerations and considerations regardingthe nature of thought. The problem is similar to the unclarity discussed withrespect to ‘Belief De Re’. I try to sort out secondary from primary argumentsfor anti-individualism by keeping this distinction clearly to the fore. In the lat-ter, more progressive sections of the Postscript, I discuss the implications of thepaper for a new sort of rationalism, the nature of incomplete understanding, andthe role of norms in our understanding of mind.
 ‘Two Thought Experiments Reviewed’ (Chapter 6) is a minor piece thatresponds to a variety of criticisms by Jerry Fodor of the first two thought exper-iments. My response sets the first two primary contributions, mentioned earlier,in sharper relief.
 For all the importance of the social in our understanding of language andmind, anti-individualism has a deeper root. Environment–individual relationsdetermined the nature of some psychological states before language evolved.Constitutive dependence of perceptual states on the environment is pervasive andinevitable in perception. Environmental relations help constitutively determinethe representational content of psychological states in animals that lack language.Here, the mechanisms of content determination do not involve language or othersocial phenomena.
 The phylogenetic priority of perception points toward a more fundamentalroot of anti-individualism. The basic root lies in the determination of conditionsfor objectivity. Only through being allied with non-representational relationsto a mind-independent reality can an individual have mental or psychologicalstates that represent such a mind-independent reality. The relations not onlymake intentionality or representation possible. They ground and help establishthe specific representational content, or ‘meaning’, of those states. Having a rep-resentational mind requires being embedded in a system of relations to some ofthe kinds of entities that are represented. Representing mind-independent real-ity requires bearing further, non-representational relations to that wider reality.Such relations are necessary for having the relevant representative abilities andare partly constitutive of what those abilities are.
 The third and fourth thought experiments that helped establish anti-individualism explicitly invoke this connection to objectivity. The third of thesethought experiments attempts to elicit the role of individual–environment rela-tions in the determination of the representational nature of perceptual states andabilities. Two articles propose this thought experiment, against very differentphilosophical backgrounds.
 One of these articles is ‘Cartesian Error and the Objectivity of Perception’(Chapter 7). There I gesture at setting anti-individualism in a larger historical
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Introduction 17
 setting. I sketch ways in which anti-individualism is compatible with authoritat-ive self-knowledge and with the thinkability of the Cartesian demon hypothesis.Like Descartes, I think that the hypothesis is ultimately flawed. It assumesan intentionality or representationality some of whose necessary conditions itdenies.24
 The ideas in the article are further articulated in response to a comment on thearticle by Robert Matthews. In ‘Authoritative Self-Knowledge and PerceptualIndividualism’ (Chapter 8) I reflect on how we might be misled into thinkingthat the authoritative character of self-knowledge is incompatible with anti-individualism. I also discuss details of the thought experiment that I use tosupport anti-individualism about perception.
 The relevant thought experiment is set out not only in ‘Cartesian Errorand the Objectivity of Perception’, but also in ‘Individualism and Psychology’(Chapter 9). Both articles center on showing that anti-individualism applies toperceptual states. In ‘Individualism and Psychology’ I embed the discussionof anti-individualism regarding perception in a discussion of the method andpresuppositions of the science of vision.
 Both articles offer an argument that I misleadingly characterize, in two places,as an argument against individualism. The third premise of the argument alreadyentails the positive thesis of anti-individualism—that the natures of perceptualstates are partly fixed by relations to the environment. So if this positive thesiswas what the thought experiment was trying to establish, the argument would begthe question. What the argument actually attempts to show is that individualistconsiderations cannot equally fix or co-fix those natures. It thus attempts to blockreduction of anti-individualism to individualism.25 In this respect the point of thethought experiment is different from that of the other three thought experimentsin the series.
 Even given its limited objective, I believe that the thought experiment is lesspowerful than the other three, although I continue to stand by it. Unlike theother thought experiments, this one is presented as an instance of general prin-ciples. Principles, not examples, lead. The thought experiment is intuitively lesspowerful because of two features of the example it presents. First, the examplecenters on a somewhat peripheral type of perceptual state. It does so for reas-ons that I will soon discuss. Second, the example involves a counterfactualenvironment in which the laws of optics differ from actual laws. I believe thatinvoking a case that is incompatible with physical law is legitimate. The pointof the thought experiment is to bring out how relations, including lawful rela-tions, between individual and environment help determine what representational
 24 This part of the discussion anticipates later work to be reprinted in a future volume, in particular‘Individualism and Self-knowledge’, The Journal of Philosophy, 85 (1988), 649–663.
 25 These matters are discussed further in sec. III and note 13 of ‘Descartes and Anti-Individualism:Reply to Normore’, in Hahn and Ramberg (eds.), Reflections and Replies. As the discussion thereindicates, my handling of the argument involves some conflation of issues about supervenience withissues about how representational natures of mental states are fixed.
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18 Introduction
 content a perceptual state can have. So imagining those relations co-varying withvariations of representational content can help elicit recognition of the role ofsuch relations in determining a perception’s content. Nevertheless, these featuresof the example lessen its intuitive power.
 There are two reasons why examples that use twin-earth methodology to sup-port perceptual anti-individualism have these features. One is that an individual’sbasic perceptual states bear strong law-like relations to proximal stimulation andultimately, under normal conditions, to distal objects of perception—at least inveridical cases. The other is that an individual’s dispositions to bodily movement(for example, in grasping an object of perception, or in tracing its shape) arenormally tightly correlated with the perceived properties. Surface stimulationand bodily movement bear close relations to the distal sources or objectives ofthese movements, at least those guided by basic perceptual states. By contrast,there are no psychologically relevant bodily movements or surface stimulationsthat normally correlate well, by a relatively circumscribable set of physical laws,with other distal macro-properties. The very tightness of the dependence of per-ceptual content on relations of one’s body to aspects of the environment makesit harder to produce cases in which one varies relations to the environmentwhile holding ‘individualist’ aspects of the individual’s body constant. Thus thevery depth of anti-individualism about perception impedes the use of twin-earthmethodology to demonstrate it.
 Almost inevitably, in applying twin-earth methodology to perceptual cases,one must imagine differences in physical law, not just differences in the kindsof things that occur in the environment. For the effects on an individual’s bodyand the individual’s dispositions to bodily movement will be closely tied to thedistal objects of perception, if physical law is held constant. These facts make itdifficult to hold kinds of bodily states constant in actual and counterfactual cir-cumstances, while varying relevant individual–environment relations. The dif-ficulty of running straightforward twin-earth thought experiments on perceptualcases derives from the fact that the non-representational individual–environmentrelations that help constitutively to determine the representational nature of per-ceptual states include physical laws.
 The twin-earth method is geared to showing that the psychologically relevantaspects of an individual’s body could be constant while associated mental statesvary counterfactually, because of variations in individual–environment relations.In some cases, many mental-state kinds could have been different even as theunderlying internal physical states and processes remained the same. This lattersituation is called a failure of local supervenience of mental states on underlyingphysical states. Anti-individualism is invoked as explanation of this failure ofsupervenience.26 The explanation of the failure lies in the fact that the relevantmental-state kinds are constitutively dependent on relations to the environment
 26 The sub-argument for supervenience failure is, I think, relatively powerful in the particularsorts of cases discussed in ‘Individualism and the Mental’ and ‘Other Bodies’. But even in these
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 beyond the individual’s body. The fundamental point of the thought experimentsis to argue for anti-individualism, not for local supervenience failure.27
 So anti-individualism is not rejection of local supervenience of represent-ational states on the individual’s underlying bodily physical states.28 Anti-individualism is constitutive explanation of the representational natures of mentalstates. Supervenience is a mere modal notion. Failures of local superveni-ence (supervenience of a representational state on an individual’s body) canpoint toward constitutive explanations. Local supervenience failure, however, isneither constitutive of anti-individualism nor necessary for it.
 If one is to apply twin-earth methodology in perceptual cases, one must con-fine the cases to non-central perceptual states. And one must almost inevitablyvary the physical laws in the two environments. The method can invite recogni-tion that laws governing relations to the environment are among the basic factorsin understanding the natures of the perceptual states. But the sub-argument forlocal supervenience is intuitively less powerful.
 For these reasons, it came to seem to me that twin-earth thought experimentsare not the best basis for arguing for perceptual anti-individualism. There aretwo better bases. One is inference to the best explanation. I think that there is noequally good explanation of the natures and possibility of perceptual representa-tion than one that includes anti-individualism. (I think that this type of argumentis sound for nearly all types of representation, not merely perceptual types.) Thisconclusion derives from reflecting on alternatives and finding them to be patentlyinadequate or confused. Thus invocations of similarity between perception and
 cases, one must be willing to discount small gravitational differences on the individual’s body causedby remote physical differences in the actual and twin environments.
 27 Putnam’s original thought experiment took two people’s beliefs about water to differ evenas their bodies are type-identical. Putnam assumed he was dealing with living bodies. One of theperson’s environments is Earth and contains water. The other’s environment is Twin-Earth exceptthat it contains no water. Obviously, this set of conditions is not possible. No living body on Earthlacks water. So a duplicate body must contain water. So the twin-earth environment cannot lackwater. This infelicity was always recognized to be unimportant. It is unimportant because the mainpoint of the thought experiment was not to establish that local supervenience fails, but to establishthat reference and ‘meaning’ depend not on the character of an individual’s body but on relationsto the wider environment. It is obvious that what liquid is in an individual’s body is not relevant toexplaining what the individual’s terms ‘mean’ or what the individual’s terms are referring to. Giventhe thought experiment, it is clear that causal relations between the individual and specific aspectsof the wider environment are what matter. So some twin-earth thought experiments might be takento support rejection of local supervenience, while others need not be. The key point in the use ofsuch experiments is that whatever differences (for example, gravitational differences) there may bein the bodies of the individuals in the respective twin worlds are not relevant to the constitutivedetermination of the individuals’ mental state kinds.
 28 In my early work there are places where this distinction is blurred, though the specificexplications of what anti-individualism is tended get the point right. I certainly always thoughtof anti-individualism as a thesis about the constitutive conditions for being in mental states—aboutthe natures of mental states in this broad sense—and not mainly about supervenience failure. For dis-cussion of reasons for distinguishing the views, see my ‘The Indexical Strategy: Reply to Owens’, inReflections and Replies, Hahn and Ramberg (eds.), 371–372; see also “Postscript to ‘Individualismand the Mental’ ”, note 2.
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 perceptual object, appeals to narrow content, postulations of intrinsic intentional-ity, claims that representation derives purely from phenomenality, and so on, canall be shown to be completely inadequate as explanations of perceptual content,or even accounts of its possibility, insofar as they deny anti-individualism. Asfar as I can see, the basic reasoning underlying this best-explanation justificationis apriori. It is supplemented by empirical reflection on cases.
 The other basis for arguing for anti-individualism about perception is reflec-tion on ways that it is presupposed, filled in, and developed, in empirical science.Such reflection is the main business of ‘Individualism and Psychology’.
 I was fortunate to visit MIT in the early 1980s when the approach to theempirical psychology of vision by the then recently deceased psychologist DavidMarr was being taught and developed by his colleagues. I immediately saw thiswork as of higher quality, in empirical and methodological respects, than anypsychology that I had been exposed to. The work seemed to be the beginning of amathematically rigorous and empirically well-supported theoretical psychology,not just a compendium of experimental results. I also found that not only Marr’smethodological remarks in his book, Vision,29 but the entire approach to thesubject in the classes and labs that I attended presupposes and develops anti-individualism. The fundamental theoretical representational kinds postulated bythe theory are generically individuated in terms of computational methods forcapitalizing on information deriving from causal relations to distal propertiesand distal regularities in the environment.
 In ‘Individualism and Psychology’ I try to show not only that anti-individualism implicitly guides the empirical psychology of vision. I also tryto bring home that the psychological theory indicates specific ways in whichspecific perceptual representational states are individuated in terms of relationsto specific aspects of the distal environment. Of course, the theory is not fun-damentally about individuation. It is about how vision works. Nevertheless, itassumes or presupposes anti-individualism at numerous points, and its empiric-al accounts of how perceptual states work constitute an empirical realization ofanti-individualism.
 Marr’s approach fructified mainstream visual psychology. The psychology ofvision surpasses other areas of cognitive psychology in the depth of its empiricalsupport and the mathematical sophistication of its theorizing. Details of Marr’stheory have been superseded. The shape of its explanatory strategy and itsrelation to anti-individualism have remained broadly the same in later empiricaldevelopments.
 ‘Individualism and Psychology’ was the start, for me, of a long-standingengagement with philosophical issues centered on psychology, especially thepsychology of perception.30 My time at MIT benefited from interaction with
 29 David Marr, Vision (San Francisco: W. H. Freeman, 1982).30 Apart from ‘Individualism and Psychology’ (Ch. 9) and ‘Wherein is Language Social?’ (Ch.
 11), most of my work in this area is not included in this volume.
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 the linguist-philosopher Noam Chomsky, the philosophers Ned Block, JerryFodor, and Jim Higginbotham, and the psychologists Whitman Richards, MerrillGarrett, and, at greater distance, Shimon Ullman. These engagements sparkedan interest in empirical psychology, and philosophy of psychology, that I havemaintained ever since.
 I believe that there are issues in philosophy of mind that can be fruitfullyconfronted through reflection on ordinary non-scientific matters. In some areasof philosophy of mind, however, fruitful reflection requires knowing somethingabout empirical science. For the most part, philosophizing about perceptionseems to me to require such background knowledge. Too much is known aboutperception that is relevant to nearly any philosophical issue for it to be pos-sible to carry on reasonable philosophical reflection in isolation from science.Unfortunately, quite a lot of philosophical work on perception still does so.
 The bulk of the discussion in ‘Individualism and Psychology’ centers onhow anti-individualism is woven into the fabric of the best empirical theory ofvision, and indeed best theories of hearing and touch, that we have. It seemsto me that its integration into empirical knowledge is strong ground to acceptthe philosophical doctrine. I believe that this consideration and more generalinference-to-the-best-explanation considerations are the main support for anti-individualism about perception.
 I said in first introducing the articles on perception that they evoke aconnection between objectivity and anti-individualism. This evocation occursin the general thought experiment whose role in supporting perceptual anti-individualism I have been downplaying. The ideas in the argument seem tome to have a further point. They suggest the fundamental and motivating roleof objectivity in a comprehensive understanding of anti-individualism. As thelast sentence of ‘Cartesian Error and the Objectivity of Perception’ indicates,anti-individualism seems to be a necessary condition of representation of anobjective mind-independent world.31
 The thought experiment uses three principles. I want to comment on therelation among these principles, abstracting from the argument that they areused to produce. The principles are:
 (1) Our perceptual experience represents or is about objects, properties, andrelations that are objective, in the sense that their natures are pub-lic—independent of anyone’s acts, dispositions, or mental phenomena.
 Physical objects, properties, and relations are paradigm cases of objective mind-independent subject matters.
 (2) Our perceptual representational contents (and perceptual states with repres-entational contents) specify particular objective types of objects, properties,or relations as such.
 31 Essentially the same point is made in the third to last paragraph of ‘Individualism and Psy-chology’.
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 That is, the representational contents of perceptual states specify such propertiesor kinds as solidity, color, motion, shape, rigid body, in a way that entails that ifthe perceptual content is veridical, there are instances of such physical propertiesor kinds.
 (3) As a constitutive matter, such perceptual representational contents (and per-ceptual states with representational contents) specify as they do (or are theperceptual states with the representational contents that they have) partlybecause of non-representational relations that hold between the perceiver,or instances of the type of perceptual system that the perceiver has, andinstances of some of the objective properties, relations, and object-kindsthat are specified.
 Anti-individualism describes the constitutive conditions determining what rep-resentational contents our perceptual states have, what our perceptual states are.
 I believe that the three premises are not independent. I think that (2) and (3)are consequences of (1).32 I do not mean that they are logical consequences of(1). I mean that the truth of (2) and (3) are constitutive necessary conditions forthe truth of (1).
 I will not develop these points in detail here. I will just sketch the ideas. Theidea that (1), reference to a mind-independent subject matter, requires (3), thetruth of anti-individualism, is outlined in the third paragraph of this Introduction.
 The idea that (1), reference in perception to a mind-independent subject mat-ter, requires (2), that perception specify objective properties as the propertiesthat they are, is more complex. It derives from the following considerations.Perceptual reference requires perceptual grouping or attribution of perceivableproperties. Such attribution must sometimes be veridical: it must succeed inattributing properties that the subject matter has. The representational content ofthe attributions sometimes must partly derive from the nature of the relevant per-ceptible subject matter. So, for example, if perception represents shapes, colors,motion, its content must specify those properties as shapes, colors, motion. Sinceits subject matter is objective, perceptual reference must be guided by veridicalattributive representational contents that derive from objective elements of thesubject matter.33
 The fourth main thought experiment that supports anti-individualism is setout in ‘Intellectual Norms and Foundations of Mind’ (Chapter 10). This article,too, locates the source of anti-individualism in conditions of objectivity. Thethought experiment has an extremely general range of applicability. It centers onthe possibility of questioning commonly held explicational beliefs. It exploits thelack of omniscience that is the inevitable consequence of objective reference to
 32 In ‘Cartesian Error and the Objectivity of Perception’ I asserted without argument that (2) isa consequence of (1) in the sixth paragraph of sec. II. As noted, I asserted that (3) is a consequenceof (1) in the last sentence of the article and in the last section of ‘Individualism and Psychology’.
 33 The first two premises in this argument sketch are discussed in considerable detail in sec. IIand III of ‘Five Theses on De Re States and Attitudes’.
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 an empirical subject matter. The exploitation of this cognitive distance betweenthought and subject matter shows, I think, that the first and second thoughtexperiments in the series that I have been discussing are special cases of thephenomena elicited by the fourth, at least with respect to representation ofempirical subject matters.34
 The thought experiment in ‘Other Bodies’ centers on thinking about natur-al kinds. It depends on the thinker’s having some sensitivity to a distinctionbetween superficial appearances and underlying natures. With respect to nat-ural kinds, the objectivity of empirical reference is at its most dramatic. Still,the distinction between superficial features, which we know easily, and deeperfeatures, which may be harder to know, is just a special case of our lack ofomniscience with respect to any objective empirical subject matter, even thesuperficial features.
 The mechanisms driving the thought experiment in ‘Individualism and theMental’ are special cases of cognitive distance between individual standpoint andobjective subject matter. With regard to empirically accessed subject matters,the cognitive distance between individual and subject matter that is marked byincomplete understanding (and exploited in ‘Individualism and the Mental’) isagain a special case of incomplete knowledge. It is a failure of knowledge medi-ated by incomplete mastery of one’s own cognitive perspective on the world.
 ‘Intellectual Norms and Foundations of Mind’ shows that the relevant cog-nitive distance can be elicited without appeal to incomplete understanding, atleast in an ordinary, everyday sense of ‘incomplete understanding’. The thoughtexperiment can be made to work for essentially the whole range of conceptsapplicable to objective, empirically accessible subject matters. The thoughtexperiment both elicits and depends on the fact that most common sense explic-ations of empirically applicable concepts involve empirical commitments. Thus‘sofas are furniture of such and such a size made or meant for sitting’ has empir-ical commitments, even though these commitments seem to be completely safe.The commitments are meant to have constitutive implications. This one is meantto indicate what sofas are. They are also summations of empirical belief aboutthe concepts’ (or terms’) referents. Such summations are fallible and open toquestion. The natures of the concepts are, in most instances, constrained by theobjective referents. These referents are not fixed by the explications. We havepartly independent referential access to the referents. We access sofas throughperception.
 The thought experiment shows that if individuals had never perceived sofas,there are circumstances in which they would not have had beliefs about anythingas a sofa. The referent of the individual’s concept is not in general fixed by a
 34 The thought experiment in ‘Individualism and the Mental’ (Ch. 5) seems to me to haveapplications to thought about logic, mathematics, and other apriori accessible subjects that areindependent of the applications of this fourth thought experiment. So the relations among the thoughtexperiments are not as simple as the line I am sketching might suggest. Still, I think that this linecasts some light on the first two thought experiments.
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 particular individual’s explication, by what the individual believes about thenature of the referent. It is often fixed by causal, perceptual, experimental, orpractical relations that the thinker bears to the world.
 The relevant concepts would be different if their referents were different. Theconcepts help type-identify mental states. The referents are partly fixed by non-representational relations between individual and world. So the mental statespartly type-identified by the concepts (or representational contents) are partlydetermined by non-representational relations between individual and world. Thusthe thought experiment supports anti-individualism. Of course, the force of thethought experiment lies in its concrete detail, not in this meta-description. For thedetail, the reader must reflect on the article ‘Intellectual Norms and Foundationsof Mind’ itself.
 The individuals with incomplete understanding, in the thought experimentof ‘Individualism and the Mental’, are disposed to rely on others with superi-or understanding. Those with superior understanding have explicational beliefswith fallible commitments.35 The thought experiment of ‘Intellectual Norms andFoundations of Mind’ indicates that these commitments commonly do not fixthe concepts of the people with superior understanding. The ultimate source ofanti-individualism, even in cases of social dependence, is the cognitive distancebetween individual and subject matter in any objective representation. This dis-tance must be bridged by non-representational relations between individual andobjective subject matter. Intellectual norms for application of representationalcontents are partly grounded on and must accord with these non-representationalrelations to the subject matter.
 Three further articles elaborate ideas in ‘Individualism and the Mental’ and‘Intellectual Norms and Foundations of Mind’. All give special attention to thestatus of explicational beliefs, the sorts that have traditionally been thought togive definitions of terms or concepts.
 One of these articles is ‘Wherein is Language Social?’ (Chapter 11) publishedin a volume on Noam Chomsky.36 In it I discuss relations between my work onanti-individualism and the sciences of linguistics and cognitive psychology. Oneof the points of the article is to show that my arguments in ‘Individualism and theMental’ do not rely essentially on a generalized notion of a communal language.The social interactions that the arguments cite are much more individualizedand fine-grained. I accept Chomsky’s conception of linguistics as the study ofidiolects and as a part of individual psychology. The article shows how socialinteraction can bear on the representational contents and structures that occur inidiolects and individual psychologies.
 35 Here again, I confine this part of the discussion to cases of beliefs involving empirical com-mitments. These are the sorts of cases I center on in ‘Individualism and the Mental’, even though Ibelieve that the basic form of argumentation in that paper applies more widely, to certain cases ofbeliefs in logic, mathematics, and other apriori disciplines.
 36 Relevant to this article is the exchange between Chomsky and me in Hahn and Ramberg (eds.),Reflections and Replies.
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 The article also shows that even the thought experiments of ‘Individual-ism and the Mental’ do not hinge entirely on whether an individual has thesame concepts as experts on whom the individual depends. I believe that in thearthritis case, the individual does (or can) have the same concept as his moreknowledgeable doctor. But the main point of the argument does not dependon this belief. What is important is that the individual has a non-indexicalconcept, for whose referent the individual depends on the mediation of others.As long as the individual can share a referent with others, a point that I regard asoverwhelmingly plausible, the conclusion of the thought experiment still holds.The root of anti-individualism lies not in the sharing of concepts and trans-mission of belief or knowledge, but in the objective reference of our thought.Sharing of concepts and transmission of belief are further aspects of this basicphenomenon.
 The key idea of ‘Wherein is Language Social?’ lies in this reasoning: Psy-chological states involve representational commitments that can be corrected.Individuals often take themselves to be correctable in their explicational beliefs.They are often right to take themselves to be correctable because they haverelied on others for being connected to the referents of their concepts—thereferents that the explicational beliefs are committed to correctly characteriz-ing. (They have also relied on others for many of their other beliefs about thereferents.) Explicational beliefs express individuals’ understanding of their ownconcepts. Others sometimes have better access to or knowledge about the sub-ject matter by reference to which the beliefs can be corrected. So individuals areoften beholden to others for refining their understanding of their own idiolects.These points underlie my argument that individual psychology and the studyof the semantics of idiolects cannot treat individuals in full isolation from theirinteractions with others.
 A second article that elaborates ideas in ‘Individualism and the Mental’ and‘Intellectual Norms and Foundations of Mind’ is ‘Concepts, Definitions, andMeanings’ (Chapter 12).37 This article is less concerned with the impact of theideas on our understanding of the sciences. It is more concerned with the relationof the ideas to the history of philosophy. I am specifically interested in how theideas bear on historical conceptions of concepts.
 In this article I support some of the traditional assumptions about concepts.I regard concepts as certain components in representational thought contents.I hold that mental abilities are type-identified partly in terms of such con-tents. Thus concepts are aspects of mental kinds. Concepts are, constitutively,aspects of a thinker’s perspective on, or way of representing, a subject matter.Non-indexical, non-demonstrative concepts semantically determine the range ofentities that they are about, modulo vagueness. All these principles must be
 37 In fact, the article also contains a further perspective on Putnam’s work and the criticaldistinctions drawn in ‘Other Bodies’. So it presents a more historical angle on ideas in all of thekey foundational articles except the ones on perception.
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 understood in specific ways, but all seem to me to be true and at the heart oftraditional conceptions of concepts.
 The impact of anti-individualism on traditional conceptions centers on rela-tions among concepts, definitions, and meanings. This impact adds to the impactof other philosophical developments, particularly holism about confirmation andthe causal theory of linguistic reference. These developments changed our con-ceptions of definition and relegated definitions to a lesser place in theories ofknowledge and meaning. They also brought out the complexity of relationsbetween thought and various notions of linguistic meaning.
 The third article that elaborates issues regarding conceptual explication andsocial dependence is ‘Social Anti-Individualism, Objective Reference’ (Chapter13). This article was written for a symposium on work of Donald Davidson. Init I characterize differences in our approaches regarding the role of the socialin language and thought. I hold that dependence on others is more empiricalthan apriori. I hold that applications of the apriori elements in my thoughtexperiments take various empirical starting points for granted. I also discussminimal conditions for objective representation and thought. I maintain, contraryto Davidson, that these conditions are fulfilled independently of language use.In fact, the conditions for objective representation are fulfilled by the perceptualsystems of numerous animals that are incapable of language. Such representationprovides a basis for propositional thought in a smaller group of higher animalsthat also lack language. This part of the article applies ideas that derive fromanti-individualism about perception. The issues about minimal conditions forobjective representation are the basis for a substantial body of work that doesnot appear in this volume. Some of this work will be collected in a furthervolume of essays.38 Some of it is yet to be published.
 The shape of anti-individualism as mapped by the four basic thought exper-iments, and associated arguments, is roughly as follows. In cases of nearly allempirically applicable thoughts, the nature of the thoughts is partly determinedby non-representational relations to the physical environment.39 Sometimes theserelations are mediated through social relations carried by linguistic communica-tion. However, social relations are not necessary to the basic phenomenon. Thefundamental ground for the constitutive dependence of individual thought on awider environment lies in the distance or ‘play’ involved in a thinker’s rela-tion to a mind-independent reality. In cases of empirical thoughts that do notinclude the most primitive perceptual concepts, this phenomenon is establishedthrough the first, second, and fourth thought experiments. In cases of percep-tion and perceptual belief, anti-individualism still holds. Because of the tight,
 38 Cf. e.g. my ‘Perception’, International Journal of Psychoanalysis, 84 (2003), 157–167; ‘Per-ceptual Entitlement’, Philosophy and Phenomenological Research, 67 (2003), 503–548; ‘Five Theseson De Re States and Attitudes’.
 39 The ‘nearly’ allows for certain beliefs about pain and other sensations. There may be othercases.
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 near law-like connections between the distal properties that are perceived, theoperations of the perceptual system, and an individual’s dispositions to beha-vior, twin-earth-based thought experiments do not elicit the point as forcefullywith respect to the more primitive types of perception and perceptual belief asthey do in other cases of empirical thought. Anti-individualism about perceptionis supported primarily by general explanatory considerations and by empiricalpsychology.
 I have not much discussed cases of apriori thought in the essays reprintedin this volume. I think that anti-individualism holds in these cases also. Forapriori thought, the relevant environment is not the physical environment—atleast, not its contingent aspects. Causal relations are not in general the relevantnon-representational relations to the subject matter. Despite these differencesfrom the case of empirical thought, I believe that the role of objectivity in ourunderstanding of apriori thought necessarily yields a place for anti-individualism.
 The twin-earth methodology does not apply easily in the more basic cases ofapriori thought. The reason is that it is often plausible that the relevant (basic,apriori) concepts are universal. At least they can be expected to be shared byindividuals that are relevantly twin-like. I believe that social twin-earth thoughtexperiments can evoke the truth of anti-individualism with respect to some typesof apriori thoughts—those that are less fundamental and more technical. Themain support for anti-individualism in cases of apriori thought lies, however,in more general explanatory considerations and considerations from history. Ihave sketched some of these considerations elsewhere.40 The issue invites furtherdevelopment.
 Before commenting on other essays in the volume, I want to make some gen-eral remarks on the use of thought experiments.41 Some philosophers deplore theuse of thought experiments as a recrudescence of non-scientific, apriori philo-sophizing that can yield no genuine knowledge. Other philosophers embracethought experiments as examples of virtually the only sort of contribution thatphilosophy can make. I think that both positions are extreme.
 As regards the negative position, thought experiments have frequently beenused in science. Their use in philosophy often contributes to understanding sci-entific notions, as well as ordinary non-scientific notions. The twin-earth thoughtexperiments have certainly contributed in deep ways to understanding semanticsand psychology. Moreover, all the thought experiments that I have used areshot through with broad empirical assumptions. So the simple association of
 40 Cf. ‘Frege on Extensions of Concepts, from 1884 to 1903’, ‘Frege on Truth’, ‘Frege on Senseand Linguistic Meaning’, ‘Frege on Knowing the Foundation’, collected in Truth, Thought, Reason;the Introduction of ibid. 54–68; ‘Logic and Analyticity’, Grazer Philosophische Studien, 66 (2003),199–249, and ‘Concepts, Conceptions, Reflective Understanding: Reply to Peacocke’, in Hahn andRamberg (eds.), Reflections and Replies. See also Postscript to ‘Individualism and the Mental’ inthis volume, the section entitled ‘Methodology and Epistemic Implications’.
 41 In the Postscript to ‘Individualism and the Mental’, I discuss the epistemological implicationsof the thought experiments in much more detail.
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 thought experiments with apriori reasoning is a mistake. I do believe that thereare apriori elements in the thought experiments. Extracting these elements is,however, neither easy nor straightforward.
 The main advantage of thought experiments is that they provide con-crete cases that indicate possibilities or relationships that might otherwise gounnoticed, and that either suggest or defeat principles. I think that our judg-ments about cases tend to be more reliable than our judgments about principles,especially when we get beyond relatively well-known principles. So thoughtexperiments can be evidentially valuable in thinking about abstract, difficultmatters. It is true that counterfactual cases can be misleading. It is nonethe-less certain that counterfactual cases can be a source of illumination, even newknowledge, if used effectively. Moreover, nearly all the twin-earth cases pointtoward analogous actual cases that illustrate similar points.
 The enthusiast position on thought experiments is often accompanied by inju-dicious use of them. Thought experiments inevitably leave certain aspects of acase undescribed. Judgment is required to note what matters to a case. Judgmentis required to find implicit lessons and project from one case to others. Some-times arguments from thought experiments are inconclusive or unpersuasivebecause of under-description. A more common problem is overgeneralization.Since thought experiments are case-based, they do not make evident exactlywhat principles underlie them. Further considerations, perhaps other thoughtexperiments, are often needed to indicate that the generalizations to be drawnfrom a case are less neat than one might have hoped. The world is a rich andcomplicated place.
 Anti-individualism seemed at first to some philosophers to conflict with reas-onable conceptions of causation or scientific explanation. Many such reactionsrested on the simplest of misunderstandings. For example, anti-individualismwas accused of invoking action at a distance. Jerry Fodor issued a more interest-ing type of challenge. Fodor argued that anti-individualism does not individuatepsychological states in terms of their causal powers. He held that the causalpowers of psychological states cannot differ if the underlying brain states donot differ in their causal powers. Psychological states, anti-individualisticallyindividuated, can be different even though their underlying brain states do notrelevantly differ. Psychology, he held, must individuate psychological states interms of their causal powers. So, he concluded, psychological states must beindividuated in ‘narrower’ ways than those indicated by anti-individualism.42
 I regard this argument as a virtual reductio of its premises. Psychology doesindividuate many of its explanatory kinds non-individualistically. Any argumentthat is not itself a piece of science that purports to show that psychology should
 42 Fodor would, I think, no longer give this argument, and would no longer support its conclusion.I believe that his current view is clearly anti-individualistic. It should be noted that the argumentmakes ordinary thoughts causally epiphenomenal on brain states. As further articles in the presentvolume indicate, this view is, I think, unacceptable on its face.
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 use different explanatory kinds than those it actually uses has no virtually nochance of being justified. In fact, this argument has a number of difficulties. Themost interesting ones center on the notion of causal power.
 ‘Individuation and Causation in Psychology’ and ‘Intentional Properties andCausation’ (Chapters 14 and 15) discuss the notion of causal power in somedetail. I argue that the notion must be understood in a way that allows forvariations in types of power that the various special sciences are concernedwith. I also warn against conflating the non-representational relations that playa constitutive role in determining psychological kinds with the kinds themselves.The former relations are usually not a scientifically recognized kind, and theyyield no law-like explanations. The psychological kinds with representationalcontent are, for the most part, not relations at all. They are fitted to causalexplanation and causal, law-like explanatory principles. I believe that once onereflects carefully on how to understand causal power in interpreting the specialsciences, the idea that anti-individualism is subject to some general difficultyregarding mental causation dissolves.
 A third article on mental causation is ‘Mind–Body Causation and ExplanatoryPractice’ (Chapter 16). This article raises doubts about how the metaphysics ofthe mind–body problem and the discussion of mind–body causation have beendiscussed in much philosophy over the last half-century. These doubts apply toa very wide range of philosophical views. I hold that most mainstream materi-alist discussion of these issues has relied too much on metaphysical intuitionscorrupted by ideology, and not enough on reflecting on the actual explanatorypractice of the relevant sciences.
 The article uses materialist discussions of epiphenomenalism to illustratethe trend that I deplore. Epiphenomenalism is the view that mental states andtheir properties have no causal power: all causation in psychology is non-psychological (say, neural) causation; all causal power goes purely throughnon-psychological events and non-psychological aspects of those events. I thinkthat epiphenomenalism is clearly false. Reflection on explanation in psycho-logy shows it to be. Moreover, epiphenomenalism would make hash of ourunderstanding of ourselves as agents. Nearly all philosophers purport to rejectepiphenomenalism.
 My complaint is that often both the concern about epiphenomenalism andarguments that purport to disarm it work off metaphysical assumptions thathave little genuine justification.43 Such discussions largely ignore the strongestground to reject epiphenomenalism—the fact that it is incompatible with actualcausal explanations, both in science and in common sense. The metaphysicalassumptions lack the epistemic credentials to override or displace these sourcesof knowledge. More generally, I criticize over-reliance on metaphysical intu-itions in discussion of this aspect of the mind–body problem. In a Postscript
 43 Also relevant to this work is ‘Epiphenomenalism: Reply to Dretske’, in Hahn and Ramberg(eds.), Reflections and Replies.
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 I discuss a response to this article by Jaegwon Kim. I take the response toillustrate further the points just outlined.
 In my view, the mind–body problem remains difficult, even for representa-tional aspects of the mind. I think that the strong coalescence among Americanphilosophers around materialist solutions—albeit incompatible ones—does notcorrespond to any epistemic strength in the solutions. I advocate a more mod-est, more exploratory attitude toward understanding relations between mindand body in general, and toward understanding mind–body causation inparticular.
 An aspect of mind that I have discussed less than representational states isconsciousness. Quite a lot of philosophical discussion over the past two decadeshas centered on consciousness. Much of the discussion seems to me to have madelittle progress. Much of it replays issues in other areas—for example, philosophyof language—in only slightly different forms. The first article on consciousnessin this volume develops some issues close to work of Ned Block. Block’s workdoes make progress. He develops a distinction between phenomenal conscious-ness and access consciousness. The former is the sort of consciousness associatedwith qualitative feel—with the ‘what it is like’ character of experience.44 Thelatter has to do with consciousness that involves the individual’s cognitivelyaccessing information of one sort or another.
 My article ‘Two Kinds of Consciousness’ (Chapter 17) makes three points.First, I claim that phenomenal consciousness is the basic type of consciousness.It must be present in an individual for any other type to be present. Second, Ihold that Block does not correctly characterize access consciousness. Conscious-ness is an occurrent feature of mental states or events. Block’s characterizationleaves it dispositional. I explore ways in which this error might be rectified.Third, I conjecture that phenomenal consciousness might be distinguished fromqualitative aspects of mind, which may or may not be conscious. For example,I conjecture that there may be room to distinguish between having a pain andbeing phenomenally conscious of a pain. Some pain, a qualitative aspect of mind,may not be phenomenally conscious. This is a delicate distinction on which Iplace no great weight. The allowance for unconscious sensation is, however,a recurrent feature of some traditional psychology. I think that such allowanceshould not be blocked apriori.
 In ‘Reflections on Two Kinds of Consciousness’, I say more about the secondand third issues. I conjecture that there is an important, qualified, constitutiverelation between rational-access consciousness and direct cognitive control. Iexplore some ideas about the form of phenomenal consciousness. I believethat this article provides a unified framework for thinking about all types ofphenomenal consciousness.
 44 The classic article on this notion is Thomas Nagel’s ‘What is it Like to Be a Bat?’, Philo-sophical Review, 83 (1974), 435–450. Block’s original article on the distinction is ‘On a Confusionabout a Function of Consciousness’, The Behavioral and Brain Sciences, 18 (1995), 227–247.
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 The collection concludes with two historical articles. In ‘Descartes on Anti-Individualism’ (Chapter 19), mentioned earlier, I engage with one of the philo-sophers I most admire. I discuss how Descartes came to grips with constitutiveconditions on representational mind which are broadly parallel to issues I discussin my own development of anti-individualism.
 ‘Philosophy of Mind: 1950–2000’ (Chapter 20) reviews some of the mostsignificant work in philosophy of mind over the last half-century. The articlelocates anti-individualism in the context of its immediate historical surroundings,and provides an overview of other work in the area.
 It will be apparent from these essays that my interest lies in foundations. Thefoundations that I reflect upon in these essays are not basic truths of a system.I share with traditional philosophers the ideal of finding such truths. But whatI have focused on here is more modest—less deductive, less systematic, morepreliminary. The foundations I reflect on are broad conditions in the individualor in the wider world that make mental states or events possible–mental statesor events in general or ranges of kinds of mental states or events—and that areconstitutively associated with them. The conditions include particular sorts ofcausal conditions, social conditions, psychological conditions, conditions of phe-nomenal consciousness. I am interested in constitutive conditions under whichboth representation in general and specific types of representational capacity arepossible. Since I believe that mental representation is basic to all representa-tion, I focus on representational mental states, acts, and events. Some of theconstitutive conditions that I discuss are certainly among basic conditions underwhich minds are possible.
 I use various methods for understanding such conditions—common sense,general reflection, historical investigation, reflection on scientific theory andpractice. The basic impulses are exploratory and constructive, not deflationaryor reductionistic. The work in this volume does not constitute a system, eithermethodologically or doctrinally. The issues are too complex to admit of onemethod of investigation or to yield a simple set of principles. The work doesstrive toward whatever principles and system the subject matter allows. I seethe articles as pointing toward more systematic work on constitutive conditionsfor representational and epistemic capacities—on foundations of mind.
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1 On Knowledge and Convention
 Language, we all agree, is conventional. By this we mean partly that some lin-guistic practices are arbitrary: except for historical accident, they could havebeen otherwise to roughly the same purposes. Which linguistic and other socialpractices are arbitrary in this sense is a matter of dispute. Some of the earlydisputants claimed as nonconventional certain practices which we now considerobvious cases of convention. And such mistakes sometimes held vague but wide-spread popular sway, owing to provincial or religious prejudices.1 Whereas itis easy to spot errors of our predecessors, it remains an open question whethersome of our own activities are conventional or ‘natural’. In short, people some-times enter into a convention without knowing that it is conventional—evendoubting its conventionality.
 A principal defect of David Lewis’s generally illuminating account of con-vention is that it controverts these judgments.2 Lewis defines ‘convention’ thus:
 A regularity R, in action or in action and belief, is a convention in a populationP if and only if, within P , the following six conditions hold:
 (1) Almost everyone conforms to R.(2) Almost everyone believes that the others conform to R.(3) This belief that the others conform to R gives almost everyone a good and
 decisive reason to conform to R himself.(4) There is a general preference for general conformity to R rather than slightly-
 less-than-general conformity—in particular, rather than conformity by all butany one.
 (5) There is at least one alternative R′ to R such that the belief that the othersconformed to R′ would give almost everyone a good and decisive practical orepistemic reason to conform to R′ likewise; such that there is a general preference
 I am grateful to John Collier and David Lewis for comments.1 Cf. e.g. John Lyons, Introduction to Theoretical Linguistics (London, 1968), pp. 4–6; R. H.
 Robins, A Short History of Linguistics (London, 1967), pp. 18 ff.2 David K. Lewis, Convention: A Philosophical Study (Cambridge, Mass., 1969). Page references
 in the text are to this work. See also Lewis, ‘Language and Languages’ (1972), in K. Gunderson.(ed.), Minnesota Studies in the Philosophy of Science, vii (Minneapolis: University of MinnesotaPress, 1972). The definition given below is from this latter, but the changes from the originaldefinition in the book are not crucial to present considerations.
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On Knowledge and Convention 33
 for general conformity to R′ rather than slightly-less-than-general conformity toR′; and such that there is normally no way of conforming to R and R′ both.
 (6) (1)–(5) are matters of common knowledge. (Cf. p. 78.)
 On ordinary construals of ‘convention’ and ‘common knowledge’ such a defini-tion cannot be right. For participants in a conventional regularity need not knowit to be arbitrary. (5) need not be a matter of common knowledge.3
 To take the most radical case, imagine a small, isolated, unenterprising lin-guistic community none of whose members ever heard of anyone’s speakingdifferently. It would not be surprising if there were a few such communit-ies in the world today. It would be amazing if there never had been. Such acommunity would not know—or perhaps even have reason to believe—thatthere are humanly possible alternatives to speaking their language. If they weresufficiently ignorant of human learning, they might believe that their princip-al linguistic regularities were immutably determined by natural law. Yet wehave no inclination to deny that their language is conventional. They are simplyignorant or wrong about the nature of their activities.
 A similar point may be made about more sophisticated naturalists. Kant heldthat his and Newton’s practice of using Euclidean geometry to map physicalspace was nonconventional (partly) because it had no possible acceptable altern-atives. At the time, no one had reason to believe otherwise. Later Poincareclaimed that, in view of Riemannian and other geometries, Kant was mistakenand that the use of Euclidean geometry to map physical space was a conven-tion. It would be strange to cite the lack of common knowledge of alternativegeometries in the 18th century as evidence that Poincare was wrong in callingNewton’s practice a convention. (This, regardless of whether Poincare was infact right or wrong.) Of course, one might say that the practice became conven-tional, if at all, only after the alternatives became commonly known. But thiswould be to use ‘conventional’ unconventionally.4
 The point is applicable to our present situation. Linguists are currently fondof claiming that certain rather abstractly described regularities (or certain rulesgoverning the regularities) are necessary to any humanly possible language.Some of these claims are likely to be mistaken, although perhaps we have nosufficient reason to think them so now. The fact that we currently lack reasonto believe (or even disbelieve) that a given regularity is a convention does notpreclude us from deciding later that it is and was such.
 3 Lewis’s definition of ‘common knowledge’ in Convention, pp. 52–53, 56, implies that φ couldbe common knowledge and yet be both false and universally disbelieved. The error is implicitlycorrected in ‘Language and Languages’, where ‘common knowledge’ is taken as a primitive.
 4 There is a similar question—suggested by Quine’s view that ordinary translation schemes andordinary linguistic theories are indeterminate—as to whether or not choosing the ordinary schemesand theories (as opposed to nonequivalent ones) is conventional. Choice of schemes or theories(specifically, choice of analytical hypotheses) is not shown nonconventional simply by the factthat most translators and language theorists think that their choices do not have equally good,nonequivalent alternatives.
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 It is worth noting that the preceding examples do not depend on wheth-er ‘common knowledge’ is construed in sensu composito or in sensu diviso(pp. 64–68). We can imagine participants in a convention who have formulatedthe mistaken view that their practice per se has no genuine, viable alternative(thus lacking the relevant knowledge in sensu composito). We can equally wellimagine that the participants mistakenly believe of each instance of their prac-tice that there is no genuine, viable alternative to it (thus lacking the relevantknowledge in sensu diviso).
 The simplest reason why (5) need not be a matter of common knowledgethen is that anti-conventionalists may mistakenly (and not unreasonably) believethat there is no genuine, humanly possible alternative to their practice. But thereare other reasons. And these reasons cast doubt not only on (6) as applied to(5), but on (5) itself.
 Members of primitive communities with strong beliefs about the religiouspower of their words might concede the advantages of human reciprocity butinsist that they would retain ‘the gods’ language’ even if the others went astray.Further, they might refuse to entertain the possibility that the gods might switchlanguages, insisting that nothing could persuade them that this had happened.Although this behavior would probably be unreasonable, the belief that it wouldbe acted upon might not be. Given the inductive standards, background inform-ation, and values of such a community, it would not be common knowledgethat everyone would have decisive reason to conform to alternative R′ if theothers did—or that everyone prefers to conform to R′ if the others were to. Itwould not even be true that everyone prefers to conform to R′ if the others wereto. The language of such people, however, would be nonetheless conventional.Thus the second clause in (5) is implausible.
 Of course, the preferences of our primitives might be based on mistakenjudgments as to what they would do under such bizarre, ‘switching’ circum-stances. Indeed, we might expect that if most people in the community weresuddenly to speak in strange tongues, they would be conceived by the rest asdivinely inspired. But it is not even clear that such de facto (as opposed to self-conceived) adaptability is necessary for a practice to be a convention. (Contrastp. 75.) If the primitives were disposed to stand on the principle that giving uphuman communication is better than giving up divine communication, it is hardto see why this would affect the conventional character of their actual linguisticpractices. Since conventions are arbitrary, they are a poor sort of thing to diefor. But stranger choices have been made.
 Or consider the mellower example of the sentimental hat tippers. The conven-tion of tipping one’s hat to a passing stranger becomes a national trademark. Thecitizens are sentimentally attached to this mode of greeting and its associationswith their culture, to the extent that each would rather fight for the traditionalgreeting, or give up greeting strangers altogether, than switch to another one,even if the others were to switch. Contrary to (5), and perhaps to (3), this strongtraditionalism does not seem to affect the conventionality of the actual practice.
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 The term ‘decisive’ in conditions (3) and (5) is multiply ambiguous. If itis taken to bear on motivational efficacy (as distinguished from rational suf-ficiency), then the examples of the two preceding paragraphs refute the firsttwo clauses of (5). (I return to the ‘rational sufficiency’ interpretation below.)If ‘decisive’ in (3) and (5) is meant to imply that belief in others’ conformitymust give one a reason that is necessary to (as well as efficient in) the agent’smotivation, condition (3) falls as well.
 What is the picture that led Lewis to a definition that has these difficulties?It is that of a continuing assembly (‘convention’) of rational agents intent oncoordinating, by whatever means, to achieve a recognized end—an end whoseachievement they recognize to depend on their coordination. The picture hasthe advantage of illuminating why it is often reasonable to participate in a con-vention. But concentrating on the rational underpinnings of conventions carriesthe dangers as well as advantages of idealization. The ‘rational assembly’ pic-ture nurtures a feeling that if the parties to a convention were irrational intheir actual motives, overly insistent on a particular means, or insufficientlyintent on the recognized end, there would be no convention. Such a feelingexaggerates the rationality of human assemblies. (Cf. certain political conven-tions.) But as applied to social conventions the feeling is even less appropriate.Parties to a convention are frequently confused about the relevant ends (thesocial functions of their practice); they are often brought up achieving themand do not know the origin of their means; and they sometimes disagree overwhether another means is possible, or simply fail to consider the question. Insuch situations, the reasonable basis for participation may be misconceived;motives may be mixed; and the conventional regularity may be misvalued inrelation to its social functions. The stability of conventions is safeguarded notonly by enlightened self-interest, but by inertia, superstition, and ignorance.Insofar as these latter play a role, they prevent the arbitrariness of conven-tional practices from being represented in the beliefs and preferences of theparticipants.
 Thus the arbitrariness of conventions resides somehow in the ‘logic of thesituation’ rather than in the participants’ psychological life. But what, more pre-cisely, is it for conventions to be arbitrary? One might be inclined to say thatthere must be an incompatible alternative regularity R′ such that the belief thatthe others conformed to R′ would give almost everyone a rationally sufficientpractical or epistemic reason to conform to R′ likewise. But this formulationstill assumes too much about the participants’ preferences. For it is not clearthat the sentimental hat tippers would be irrational in preferring not to enterinto a new way of greeting strangers if everyone else were to switch. (Thissuggests that the first clause of (5) is vulnerable even if ‘decisive’ is inter-preted in terms of rational sufficiency rather than motivational efficacy.) Aless vulnerable formulation would result from conditioning the rationality ofconforming to an alternative on willingness to continue to participate in a
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 communal practice that serves substantially the same social functions as theoriginal one.5
 But this formulation still does not fully explicate the intuition that conventionsare arbitrary. The primary hitch is that the alternative regularity (or regularities),though sufficient to fulfill the social functions of the actual practice, may be asignificantly inferior means of doing so. In such a case our formulation mightbe satisfied, but the actual practice would not be arbitrary in the relevant sense.Lewis tries to handle an analogous problem for (5) by invoking his require-ment that (5) be common knowledge (pp. 73–74). But as we have seen, thisrequirement is unattractive on other grounds.
 A second difficulty with the formulation is that it presupposes that the par-ticipants in a convention could switch to an alternative if they believed thatthe others had done so. But in the case of relatively complicated conventions,the participants might be too set in their ways to learn alternative regularities.For example, the members of a community of old people might be unable tolearn alternatives to some of the more complicated conventions of their lan-guage.
 A requirement that meets these difficulties may be phrased as follows. As amatter of fact—whatever the participants may believe—it is within the powerof the participants to have learned an incompatible regularity that would haveserved substantially the same social functions without demanding significantlygreater effort on the part of the participants.6 This condition does not explicitlymention rationality, nor does it appeal to people’s reactions to counterfactual‘switching’ circumstances. But it does indicate why we regard it as rational fora participant who is capable of switching to try to do so, given that he believesthat the others conform to an alternative regularity (qua alternative regularity),given that he is not too ignorant of the consequences of the alternative, andgiven that his preferences remain in accord with the primary social functions ofthe actual practice.
 On my view, then, the arbitrariness of conventions has two aspects. Inthe first place, conventions are not determined by biological, psychological,or sociological law: the conventions a given person learns are ‘historically
 5 Of course, such willingness need not involve an ability to describe the social functions of thepractice. I understand the term ‘social function’ as follows: F is a ‘social function’ of regularity R inpopulation P iff (1) F results from the mutually expected conformity of almost everyone in P to R,and (2) F fulfills certain needs of most of the members of P . For example, in some groups, shakinghands when being introduced to a stranger might have the social function of reducing the slightapprehension or awkwardness commonly felt in such situations. I shall not worry here over whetherthe frankly sociological term ‘social function’ can be replaced by psychological terms. In any case,I do not believe that one need quantify over social functions. But avoiding such quantification isinconvenient for present purposes.
 6 The counterfactual, of course, introduces a certain vagueness into the analysis—a vaguenessmatched by the notion of convention. I assume it as understood, however, that in considering what acommunity might have learned, we rule out of consideration extensive knowledge or technologicalaid that is not available to the community. A similar restriction applies to questions regarding thedegree of effort required to carry out alternative practices.
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 accidental’. In the second, conventions are not uniquely the best means offulfilling their social functions: other, incompatible means would have doneas well.
 Lewis has succeeded in freeing the notion of convention from that of explicitagreement, a notion which itself gained purchase from over-literal applicationof the ‘rational assembly’ picture. But his account still takes too little note ofthe extent of the unconscious element in many conventions—and the possibilityof their being essentially misconceived or misvalued. The shortcomings stem,I think, from overzealousness in distinguishing human rational systems frommere regularities of nature. Since Descartes, a principal tool in making thisimportant distinction has been the appeal to some psychological element ofself-reference in the rational system. (Thus the slogans ‘Experience implies self-consciousness,’ ‘Knowing implies knowing that one knows,’ ‘Following rulesimplies tacit knowledge of the rules.’) I do not advocate dispensing with sucha tool, for I think it has its uses. But overuse of it leads to an exaggerated viewof our present self-understanding.
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2 Kaplan, Quine,and Suspended Belief
 I
 In ‘Quantifying In’, David Kaplan gives an argument that Quine’s notation forrepresenting relational contexts is inadequate for certain cases of suspensionof belief. The argument has a general interest. For if it were sound, it wouldundermine any theory which did not represent relational (or de re) belief as aspecial case of notional (or de dicto) belief. I think that relational belief is morebasic than notional belief. But I shall not argue that here. My present purposeis to show that Kaplan’s argument is not sound.1
 Kaplan imagines a case in which Ralph has seen and has beliefs about acertain man (Ortcutt) as he appears in two different guises—wearing a brownhat in suspiciously seditious situations and lounging at the beach in his role aschairman of the chamber of commerce. Ralph does not realize that the man inthe brown hat and the man at the beach are one and the same. He believes thatthe man in the brown hat is a spy. As for the man at the beach, although at first(say, at time t1) Ralph believed that he was no spy, he has been beset by doubtsso that now (time t2) he does not believe that the man at the beach is a spy inthe sense that he cannot make up his mind.
 So at time t1 we want to say both
 (1) Ralph believes of Ortcutt that he is a spy
 and
 (2) Ralph believes of Ortcutt that he is not a spy
 I have benefited from conversations with David Kaplan.1 W. V. Quine, ‘Quantifiers and Propositional Attitudes’, The Journal of Philosophy, 53 (1956);
 David Kaplan, ‘Quantifying In’, in D. Davidson and J. Hintikka (eds.), Words and Objections(Dordrecht: D. Reidel, 1969). Other articles on the issue discussed here are Herbert Heidelberger,‘Kaplan on Quine and Suspension of Judgment’, Journal of Philosophical Logic, 3 (1974), 441–443;Michael Devitt, ‘Suspension of Judgment: A Response to Heidelberger on Kaplan’, Journal ofPhilosophical Logic, 5 (1976), 17–24. I shall not discuss these latter two articles. In brief, my viewis that Devitt’s reply to Heidelberger on behalf of Kaplan is correct, except in its assumption thatKaplan’s argument is sound.
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 without imputing any inconsistency to Ralph. I shall assume that both Quineand Kaplan can adequately meet this desideratum. At time t2 we want to sayboth (1) and something like
 (3) Ralph does not believe of Ortcutt that he is a spy
 without involving ourselves in inconsistency. Apart from some qualification orequivocation, (1) and (3), of course, are inconsistent. And Kaplan’s suggestionis that under one way of representing Ortcutt to himself (e.g. ‘The man in thebrown hat’), Ralph believes him to be a spy; whereas under another way ofrepresenting Ortcutt (e.g. ‘The man at the beach’), Ralph does not believe himto be a spy. Thus Kaplan treats (1) as his
 (44) (∃α)(R(α, Ortcutt, Ralph) ∧ B(Ralph, �α is a spy�) )
 and the relevant interpretation of (3) as
 (46) (∃α)(R(α, Ortcutt, Ralph) ∧ −B(Ralph, �α is a spy�) )
 where ‘R’ means ‘name α represents Ortcutt to Ralph’ and ‘B’ means ‘(notion-ally) believes’. The construal of (3) that is inconsistent with (1) is simply thenegation of (44).
 Now Kaplan’s claim is that the relevant distinction cannot be made out inQuine’s notation, which does not contain any expression like ‘R’ and does notderive relational belief from notional belief. But Ralph’s suspension of beliefwith respect to the man at the beach can be expressed in Quine’s notation asfollows:
 (4) Br (Ralph, Ortcutt, z (z = the man at the beach) ) ∧ −Bn (Ralph, that the manat the beach is a spy)
 where ‘Br ’ means ‘(relationally) believes’ and ‘Bn ’ means ‘(notionally) believes’.So (1) and (3) (interpreted as consistent) are parsed as:
 (5) Br (Ralph, Ortcutt, z (z is not a spy) )
 and
 (6) (∃α)(Br (Ralph, Ortcutt, z (z = α) ) ∧ −Bn (Ralph, that α is a spy) )
 where ‘α’ ranges over individual concepts—components of intensions. Quinehimself does not anywhere quantify over individual concepts, but nothing in hisview suggests that doing so is any worse than making reference to intensions(propositions) in the first place.
 II
 One can get a better sense of the relation between Kaplan’s notation and Quine’sby translating (6) into Kaplan’s language. The translation is
 (7) (∃β)(∃α)(R(α, Ortcutt, Ralph) ∧B(Ralph, �α = β�) ∧ −B(Ralph, �β is aspy�) ).
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 Kaplan’s analysis of (3) is (46). How does (46) compare with (7)? They arelogically independent. (7) would entail (46) if we were guaranteed that
 (8) B(Ralph, �α = β �) → (B(Ralph, � β is a spy�) ↔ B(Ralph, �α is a spy�) ).
 But if Ralph is Everyman, (8) cannot be guaranteed.The failure of equivalence between (46) and (7) stems from the fact that
 Kaplan takes relational belief to be defined in terms of notional belief, whereasQuine’s notation treats relational belief as primitive. Within Quine’s view-point, one may regard ‘Br (Ralph, Ortcutt, z (z = α) )’ as playing the role that‘R(α, Ortcutt, Ralph)’ plays in Kaplan’s. But from Kaplan’s viewpoint, rela-tional belief is a special kind of notional belief. So in order for the relational‘Br (Ralph, Ortcutt, z (z = α) )’ to be true, there must be some notionally com-plete name β such that β represents Ortcutt to Ralph and such that Ralphbelieves (notionally) �β = α�. (Cf. the first two clauses of (7) and the firstclause of (6).) Quine’s viewpoint requires no such name β. It is the requirementof this extra representing (in Kaplan’s sense of ‘representing’) name togetherwith the failure of (8) that makes (7) and (46) non-equivalent. Now an obviouscandidate for fulfilling the role of β is α itself. If we approve the candidate, andassume that Ralph believes �α = α�, then (7) and (46) indeed become strictlyequivalent.
 In my view, this way of interpreting the Quinean analysis within Kaplan’stheory obscures the interesting difference between the two viewpoints. The claimthat everyone believes the self-identity statement for each ‘representing’ singularexpression in his repertoire is fairly plausible. Even more plausible—and equallyadequate in yielding equivalence between (7) and (46)—is the Frege-like viewthat everyone believes some identity statement for each representing singularexpression in his repertoire. The trouble with taking Quine’s analysis as thusequivalent to Kaplan’s is that Kaplan’s analysis is committed to there being a sin-gular expression in the believer’s repertoire that denotes the object which the dere belief is about: A necessary condition for a name β to represent an entity fora person, in Kaplan’s theory, is that it denote the entity. Kaplan takes represent-ing names to be symbol-types (broadly construed to include conglomerations ofimages, and the like, as well as linguistic items) or alternatively, abstract mean-ings. For a symbol-type or abstract meaning to denote an entity, it must indi-viduate the entity in a context-independent manner. If the represented object isnot fully determined or individuated by concepts, symbols, or image-types in thebeliever’s cognitive repertoire, then the object is strictly speaking not denoted.2
 Clearly, the assumption that the believer has a name that denotes the relevantobject in all cases of de re belief is a strong one. Indeed, I think that it is surelyfalse. I shall not argue this here. My purpose is served by pointing out thatQuine’s approach, which takes de re belief to be primitive rather than defined,
 2 Of course, non-conceptual contextual relations enter into Kaplan’s analysis of representingnames, but they are additional to and independent of the relation of denotation.
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 is not committed to the assumption. (Whether Quine is himself committed tothe assumption on other grounds is, of course, another question.)
 One might protest that Kaplan did not intend for his notion of denotation tobe taken so strictly. We might hold that the requirement is that there be a singularsymbol that denotes the relevant object in the relevant context: The relativity tocontext might be regarded as simply suppressed. A full answer to this defenseinvolves more discussion of the de re –de dicto distinction than I will undertakehere. But a short answer is that suppression of the relativity to context can hardlybe justified in a project intended to define de re notions in terms of de dictonotions. For insofar as the believer’s conceptual resources only incompletelyindividuate the relevant object and depend on context to pick out the object ina way analogous to the way we refer with demostratives, the believer’s beliefis not clearly de dicto. For intuitively a de dicto attitude is one whose contentis completely expressed (dictum). Insofar as the content of the attitude must bepartly shown, as opposed to expressed, the attitude is not purely de dicto at all.
 (6), our Quinean representation of (3), assumes that the ‘representing’ nameoccurs in a notional belief. We can eliminate this assumption by revising (6) to
 (6′) (∃α)(Br (Ralph, Ortcutt, z (z = α) ) & −Br (Ralph, Ortcutt, z (α is a spy) ) ).
 Here ‘α’ ranges over intensional entities expressed by singular expressions like‘that man’ whose whole scope is governed by a demonstrative construction. (Thevariable ‘z ’ picks up the demonstrative element in α.) Such entities differ fromindividual concepts in that their associated denotation is only partially determ-ined apart from context. The important point for present purposes is that Quine’snotation can represent Ralph’s suspension of judgment while maintaining thatrelational belief is not to be defined in terms of notional belief.
 III
 The analyses of (3) that we have so far discussed have a certain air of artificialityabout them. (6), (6′), and (46) are longer and conceptually more complex than(3) itself. The source of this incongruity is the fact that the two analyses statematters that (3), on the relevant construal, presupposes. One may simplify therepresentations of (1) and (3) as follows:
 (9) Br (Ralph, Ortcutt, �x1 is a spy�)
 and
 (10) −Br (Ralph, Ortcutt, �x2 is a spy�).
 The free variables in the belief content are distinguished to mark different modesof demonstrative presentation of Ortcutt to Ralph. (9) and (10) are mutuallyconsistent. There is on this approach no need to quantify over the relevantrepresenting name, or individual concept, or other mode of presentation. Of
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 course, in the case of (3), Ralph will have a suspended belief involving therelevant mode of presentation: He will suspend belief about whether the man atthe beach is a spy. But (3) does not actually make reference to this belief. Soits analysis need not. Similarly, (10) does not say that Ralph has any relationalbeliefs about Ortcutt. But then neither does (3). Obviously, these presuppositionsmay be made explicit in other sentences if the need arises.
 Close attention to the role of free variables in the analysis of belief wouldhave simplified another issue between Quine and Kaplan. Quine claimed thatthe kind of exportation that leads from
 (11) Ralph believes that Ortcutt is a spy
 to (1) should be viewed ‘in general as implicative’. Kaplan noted that althoughthis particular exportation required only that ‘Ortcutt’ denotes Ortcutt, the export-ation from
 (12) Ralph believes that the shortest spy is a spy
 to
 (13) Ralph believes of the shortest spy that he is a spy
 requires more than that ‘the shortest spy’ denote the shortest spy. Kaplan wenton to provide a general theory of exportation in terms of the notion of repres-entation.
 I do not wish to dispute the obvious interest and fruitfulness of this theory.But I do want to suggest that it blurs a distinction between cases in which export-ation is justified (virtually) on the basis of logical form and cases in which it isnot. ‘Ortcutt’, ‘the man at the beach’, and ‘the man in the brown hat’ all differfrom ‘the shortest spy’ in containing an indexical construction which governsthe whole scope of the expression: Proper names contain implicit demonstrat-ives, and the ‘the’ beginning the two definite descriptions is playing the roleof a demonstrative. On the other hand, the ‘the’ in ‘the shortest spy’ functionsas a uniqueness operator. Indexical constructions are properly represented ascontaining free variables, and ‘the shortest spy’ contains none.3 We can accountfor Quine’s intuition by noting that terms in a belief content that involve anindexical expression (free variable) governing the whole scope of the term canbe exported if (a) the indexical construction is referentially (as opposed to ana-phorically) used and (b) the referred-to object satisfies the predicative conditioncontained in the term.4 In effect, these two conditions amount to requiring that
 3 For discussion of indexical expressions represented by specially indexed free variables, see my‘Reference and Proper Names’, The Journal of Philosophy, 70 (1973), 425–439 and ‘DemonstrativeConstructions, Reference, and Truth’, The Journal of Philosophy 71 (1974), 205–223.
 4 A fuller discussion of this point would show that exportations thus valid on the basis of logicalform are always exportations from one relational belief context to another—never exportationfrom a purely notional context to a relational context. Further discussion of the notional–relationaldistinction occurs in ‘Belief De Re’, The Journal of Philosophy, 74 (1977), 338–362; Ch. 3 below.
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 the term (relative to a context of use) denote the object. For terms, like ‘theshortest spy’, which contain no indexical constructions governing their wholescope, exportation cannot be justified on the basis of form. Certain epistemicconditions of the sort sought by Kaplan must be met. But this, I think, is to saythat exportation of these terms is not in general ‘implicative’.
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 Interest in de re belief during this half-century was kindled by W. V. Quine,who focused inquiry on the problem of quantification into belief contexts.1
 In some respects this focus was unfortunate, in that the difficulties, real andimagined, that arose in interpreting quantification tended to suggest that de rebelief needs to be explained in terms of what came to seem the clearer and morebasic notion—de dicto belief. The imposition of the methods of modal logicon belief sentences abetted the suggestion by embroiling them in disputes overtransworld identity. In fact, de re belief is in important ways more fundamentalthan the de dicto variety; and this can be seen if one attends to its role in basiccognitive activities. So I shall argue.
 I shall not be discussing the interpretation of quantification. Interesting prob-lems do surround the application conditions of de re locutions; but a range ofclear-cut, core cases of de re belief can, I think, be taken for granted. Problemswith the less central cases of belief will stay backstage here. Independentlyof the problems of quantification, certain epistemic viewpoints have led to theassumption that de dicto belief is the fundamental notion. I shall indicate insections III and IV why these viewpoints do not warrant the assumption. A sub-sidiary goal will be to show (in section IV) how idealizations stemming fromFrege, which were designed to explain intensional phenomena, blur epistem-ic distinctions that are crucial to explicating the conceptual elements in belief.Some of the arguments I rely on will be familiar. My purpose is to advance aviewpoint which as a whole provides a shift of perspective on de re attitudes,and on intensional phenomena generally.
 I
 Historically, the de re/de dicto distinction is more firmly rooted in the logicaltradition than in epistemology. The earliest treatments of it all distinguish valid
 I have benefited from discussion with Philippa Foot on the topic of sec. II, David Kaplan on sec. III,and Keith Donnellan on sec. IV. I am grateful for support from the National Endowment for theHumanities.
 1 “Quantifiers and Propositional Attitudes”, The Journal of Philosophy, 53, 5 (1 Mar., 1956),177–187; repr. in his The Ways of Paradox (New York: Random House, 1966).
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 deductions from fallacies. Most of these bear on modality, but some pertain toknowledge. Aristotle’s examples were from the beginning subject to misunder-standing and controversy. But, by the Middle Ages, the grammatical structurerelevant to clarifying the examples had been sufficiently articulated to renderthem beyond reasonable dispute.2
 As applied to necessity, the grammatical distinction is that between applyingthe predicate ‘is necessary’ to a proposition (dictum, what is said) and applyinga predicate modally—in a qualified way, necessarily—to an entity or entities,typically individuals (res). Thus there is a grammatical distinction between
 (1) The proposition that every man who steps on the moon steps on the moon,is necessary.
 and
 (2) Every man who steps on the moon is such that he necessarily steps on themoon.
 The distinction clearly affects truth value [(1) is true; (2), on most interpretationsof ‘necessarily’, is false] and, hence, the soundness of inferences.
 In epistemic contexts, the grammatical distinction is between belief in a pro-position and belief of something that it is such and such. Many examples, hereas in necessity contexts, are ambiguous. But some are not. Thus
 (3) Ortcutt believes the proposition that someone is a spy.
 (4) Someone in particular is believed by Ortcutt to be a spy.
 So illustrated, the de re/de dicto distinction should be uncontroversial.Although there has been some doubt about the very meaningfulness of de relocutions, such doubt would be more fruitfully applied to certain explanationsof their significance. With respect to modality, the relevant explanation holdsthat some properties of individuals are necessarily (essentially) had by them,whereas others are had accidentally; that the essential properties are not uni-versal or trivial properties; and that necessity thus resides in the way the worldis rather than in the way we talk or think about it. In my view (and contraryto a widespread opinion) the issue over the acceptability of this explanation,with its attendant talk of properties and the way the world is, is not settled oreven prejudged by noting the grammatical distinction and defending the truthof certain statements of de re modality. Our subject here is belief. But here tooit is not the meaningfulness of the grammatical distinction, but the explicationof it that is philosophically important.
 The surface-level grammatical distinction is the traditional one. But Rus-sell’s proposal about the structure of propositions shows that the grammatical
 2 Aristotle, Prior Analytics 30a15–23; De Interpretatione 21b26–22a13; De Sophisticis Elenchis166a23–3a; William of Sherwood, Introduction to Logic, trans. and ed. Norman Kretzmann (Min-neapolis: University of Minnesota Press, 1966), ch. 1, secs. 21–27; W. Kneale, ‘Modality De Dictoand De Re’, in E. Nagel, P. Suppes, and A. Tarski (eds.), Logic, Methodology, and the Philosophyof Science (Stanford, Calif.: Stanford University Press, 1962), 622–633.
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 distinction does not provide a sufficient condition for drawing the intuitive dere/de dicto distinction. (It has never been a necessary condition, on accountof ambiguities.) Russell held that sentences containing logically proper namesexpressed propositions whose components included the individuals named bythose names. Since he introduced this notion of proposition specifically toaccount for the notion of de re knowledge, I think we should agree that astatement that says that this sort of proposition is necessary, or is believed, isnot de dicto, but de re. Less esoterically, we sometimes say ‘He believes theproposition that this is red.’ Such sayings are de re.
 Since Quine’s discussion, it has been customary to draw the distinction interms of a substitutivity criterion. In attributing a de re belief about a givenobject, one is free to substitute any correct description of the relevant object.For example, suppose Alfie believes de re that the piano is ugly. Then wecould characterize Alfie’s attitude by substituting any correct description of thepiano—say, ‘the 1893 Steinway Grandpa bought for a song’—regardless ofwhether Alfie could describe the piano in that way. The intuition is that ourascription relates Alfie directly to the piano, without attributing any particulardescription or conception that Alfie would use to represent it. Quantified casesare analogous. If we say that Alfie believes de re something to be ugly, we implythat one existential instantiation is as good as any other that picks out the sameentity. By contrast, if we say that Alfie believes de dicto (i) that 2 squared is 4,we may refuse to say that Alfie believes (ii) that the only even prime squared is4. A belief ascription is de dicto, on this view, if at every place in the contentclause coextensional substitution may fail. Belief de dicto essentially involvesthe believer’s conception of the issue at hand, and Alfie may not realize that 2is the only even prime number. Even if he does, we would say that his believing(i) is one thing, and his believing (ii) another.
 The substitutivity criterion has typically been applied to surface-level sen-tences of natural language. So applied, it does not adequately draw the de re/dedicto distinction. The problem is that there are sentences where substitutivityfails at the surface level, but which are nevertheless de re. For example, wemay say, ‘Alfred believes that the man in the corner is a spy.’ We may refuseunlimited substitution of terms denoting the man in the corner on the groundsthat Alfred’s belief involves thinking of the fellow as the man in the cornerand not, say, as the firstborn in Kiev in 1942. Yet we may also be intendingin our ascription to relate Alfred de re to the man to whom we refer with theexpression ‘the man in the corner’. In short, the term ‘the man in the corner’may be doing double duty at the surface level—both characterizing Alfred’sconception and picking out the relevant res.3 It would be ill considered to countthis simply a case of de dicto belief. Cf. (6) below. Even if one wanted to hold
 3 The point was first made (though not in this form) by Hector-Neri Castaneda, ‘Indicators andQuasi-indicators’, American Philosophical Quarterly, 4, 2 (Apr. 1967), 85–100; see also Brian Loar,‘Reference and Propositional Attitudes’, The Philosophical Review, 80 (1972), 43–62.
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 that the example is both de re and de dicto, an interpretation I will urge againstin section III, the criterion by itself does nothing to explain why the example ispartly de re.
 It should be clear by now that an adequate criterion for drawing the de re/dedicto distinction must focus on the meaning, or at least the logical form, of therelevant sentences. Unfortunately, since philosophical issues come thick and fastat the level of logical form, any such criterion is bound to be more controversialthan the intuitions it is designed to capture. Instead of proposing a criterion, Ishall represent the distinction from a particular semantical and epistemic view-point, and then argue that the chief epistemic threat to this viewpoint is impotent.Representations of (3) and (4) (tense ignored) are:
 (3′) Bd(Ortcutt, �(∃x )Spy(x )�)
 (4′) (∃x )(Br(Ortcutt, 〈x〉, �Spy(y)�) )
 where ‘Bd’ and ‘Br’ represent de dicto and de re belief respectively.4 Alfred’sbelief about the man in the corner may be represented as
 (5) Br (Alfred, 〈the man in the corner〉, �Spy(y)�)
 or as
 (6) Br (Alfred, 〈the man in the corner〉, �Spy([y](Man(y) ∧ In C(y) ) )�)
 depending on whether we wish to attribute the notion of a man in the cornerto Alfred. (6) is a fairly ordinary reading for cases in which Alfred sees theman. And it is this sort of case that motivated rejection of the surface-level sub-stitutivity criterion for the de re/de dicto distinction. Proper names are formallyanalogous to incomplete definite descriptions (singular descriptions containingan indexical element). For example, ‘A believes that Moses had a sister’ hasreadings analogous to (5) and (6):
 (7) Br(A, 〈Moses〉, �(∃y)Sister(y , x )�)
 (8) Br(A, 〈Moses〉, �(∃y)Sister(y , [x ]Moses(x ) )�)5
 The key to the de re/de dicto distinction, as I am representing it, is explicit inthese formulations. ‘Bd’ applies to what is expressed by a closed sentence; ‘Br’applies in part to what is expressed by an open sentence and in part to a res.
 4 The corner quotes are to be taken literally. For most purposes, however, those who prefer mayregard them as a convenience for denoting the proposition, or component of proposition, expressedby the symbols they enclose. The pointed brackets indicate a sequence in the familiar way. Strictly,‘Br’ does not by itself represent ‘believes of ’ since we do not intend in (4′) to be attributing toOrtcutt a belief of a sequence, but rather of a person. ‘Br’ together with the pointed brackets represent‘believes of ’. The case of ‘Br’ is analogous to that of ‘satisfies’, which does not by itself representthe converse of ‘is true of ’. I trust that the reader is familiar with the reasons for these niceties. Onefurther point. ‘Believes true’ and ‘believes true of ’ are, strictly speaking, distinct from ‘believes’and ‘believes of ’ in that the former are higher-order.
 5 The square brackets in (6) and (8) serve as scope indicators for the demonstrative. They donot bind the free variables. For details of this sort of formalization, see my ‘Reference and ProperNames’, The Journal of Philosophy, 70, 14 (16 Aug., 1973), 425–439; ‘Demonstrative Constructions,Reference and Truth’, The Journal of Philosophy, 71, 7 (18, Apr. 1974), 205–223; and ‘Kaplan,Quine, and Suspended Belief ’, Philosophical Studies, 31 (1977), 197–203 (Ch. 2 above).
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 More generally, purely de dicto attributions make reference to complete pro-positions —entities whose truth or falsity is determined without being relative toan application or interpretation in a particular context. De re locutions are aboutpredication broadly conceived. They describe a relation between open sentences(or what they express) and objects.
 This way of making the distinction captures the intuitions of both the previouscriteria. It catches the grammatical distinction between modifying a completelyexpressed statement (dictum —what is expressed) and modifying a predication.(In Russellian propositions, the relevant res are not expressed but shown.) Itcatches the intuition behind the substitutivity criterion: any term in the argumentplace appropriate to the relevant res which represents a surface expression at all,represents one that is subject to the usual extensional operations; terms in the‘content’ argument place represent expressions in the surface syntax on whichextensional substitutions fail.
 The representations given so far suggest perhaps that beliefs involving incom-plete definite descriptions or proper names are always de re. This is not true. Forexample, beliefs attributed with ‘Pegasus’ are sometimes not de re. Indexicalconstructions, and so variables, have both deictic and anaphoric uses. Demon-strative constructions may occur in de dicto content clauses if they occur ana-phorically as pronouns of laziness. If A gullibly believes that Pegasus was a(real) horse, the demonstrative implicit in the name occurs anaphorically, per-haps without A’s realizing it, taking as antecedent some description, definite ornot, in the repertoire of A or someone else. The name thus has the flavor of‘that Pegasus (whichever one they are talking about)’. The relevant belief couldbe represented as
 Bd(A, � Horse([x ]Pegasus(x ) )�)
 where the antecedent of the pronoun ‘x ’ must be determined by examining alarger containing discourse. Ordinary proper names as well as vacuous namesmay be expected to occur in purely de dicto belief attributions, and with sim-ilar explication. Indexicals like ‘this’ are to be treated as analogous to propernames, except that they do not express a predicative element. (Cf. notes 5and 17.)
 The importance of logical form is widely ignored in discussions of the dere/de dicto distinction. For example, attempts to reduce de re locutions to dedicto ones sometimes appeal to proper names in the allegedly de dicto ana-lysans, without seriously defending the view that proper names express dictasufficiently complete to individuate their denotations.6 Several philosophers haveheld that proper names do not express anything, but merely tag objects. I think
 6 Alvin Plantinga, ‘De Dicto et De Re’, Nous, 3, 3 (Sept. 1969), 235–258. Examples similar to theone from Plantinga occur in the discussion in Quine, “Quantifiers and Propositional Attitudes”, andKaplan, ‘Quantifying In’, in D. Davidson and J. Hintikka (eds.), Words and Objections (Dordrecht:Reidel, 1969). For discussion of these examples, see sec. III below and my ‘Kaplan, Quine, andSuspended Belief ’, secs. II/III.
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 this view incorrect.7 But it is similar to the view I hold in treating proper namesas commonly involving indexicals. On both views proper names do not ordinar-ily express anything sufficiently complete to individuate their denotations. Andbelief ascriptions containing them will normally be de re.
 The surface-level grammatical distinction illustrated in (1) (2) and(3) (4) should be innocent of controversy. But our representation of its logicalform in (3′) (4′) will be regarded by some as more noxious. There are twoviewpoints—one semantic, one epistemic—from which the representations arecontroversial. The first is the view characteristic of modal and doxastic logicsthat modal statements or epistemic statements have the logical form of attach-ing an operator to a sentence, open or closed, rather than that of attaching apredicate to a term denoting a proposition, or component of a proposition. Thepredicate view is that in terms of which de re and de dicto were traditionallydistinguished. Partly for that reason, the distinction is most naturally explicatedfrom that viewpoint. Although the distinction could be discussed in terms ofthe operator approach, the discussion would be more complicated, since theanalogies between the operator approach and the traditional view are not wellestablished or agreed upon.
 The epistemic viewpoint from which (3′) and (4′) may be disputed as repres-entations of the grammatical distinction bears on the relative priority of de reand de dicto locutions. It has been held that all de re locutions may be defined oradequately represented in terms of de dicto locutions. I shall be criticizing thisview in section III. I tentatively believe that (3) is ultimately best represented
 7 For the ‘tag’ view, see Bertrand Russell, ‘The Philosophy of Logical Atomism’, in R. C. Marsh(ed.), Logic and Knowledge (New York: Capricorn, 1971), pp. 245–246; John Stuart Mill, A Sys-tem of Logic, Book I, ch. II, no. 5; Keith Donnellan, ‘Speaking of Nothing’, The PhilosophicalReview, 83 (1974), 3–31, esp. pp. 11–12; Saul Kripke, ‘Naming and Necessity’, in D. Davidsonand G. Harman (eds.), Semantics for Natural Language (Dordrecht: Reidel, 1972), e.g. p. 322. Atleast two difficulties beset this sort of view. One is Frege’s paradox of identity, which I discuss insec. IV. As is fairly widely known, this problem seriously undermines the claim made by Russellat one time and articulated by Donnellan: that ordinary proper names make no other contributionto a proposition (what is said or believed) than to import their denotation into it. (Cf. note 17below.) Russell later restricted his view to ‘names’ of sense data because of this kind of prob-lem. The remarks by Mill and Kripke seem to be similarly affected; but, since they are vague,it is less clear that this is so. Other ‘tag’ views less radical than Russell’s are imaginable. Oneassimilates proper names to demonstratives—claiming that neither ‘expresses’ anything, but thatcontextually different uses of names (or demonstratives) which refer to a given entity may suc-ceed, in some yet to be specified way, in producing different belief contents. I shall espouse avariant of this view in sec. IV, although I oppose full assimilation of proper names to demonstrat-ives.
 The second basic problem for the ‘tag’ view is that proper names function as predicates,as is indicated by the fact that ‘Aristotle is an Aristotle’ is a logical truth, modulo an exist-ence assumption. Cf. my ‘Reference and Proper Names’. There are, of course, various sensesof proper names as predicates—metaphorical uses, aliases, nicknames, ‘blood names’ (as whenGreenberg is a Rothschild because he is descended in the right way) and demonstrative senses(as when we say ‘Teddy is a Kennedy’ and mean ‘Teddy is one of those, contextually delimited,Kennedys’). Mixing these senses to get falsehoods does not suffice to show that proper names are notpredicates.
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 in terms of ‘Br’ as a variant on (4′).8 But I suspect that the differences betweenthis representation and the present one are not conceptually deep.
 I have expressed the intuitive de re/de dicto distinction in terms of the logicalform of ascriptions of belief. Before concluding this section, I want to say aword about the intuitive epistemic basis for the distinction. The rough epistemicanalogue of the linguistic notion of what is expressed by a semantically signi-ficant expression is the notion of a concept. Traditionally speaking, concepts area person’s means of representing objects in thought. For present purposes wemay include as concepts other alleged mental entities that the empiricist traditiondid not clearly distinguish from them—for example, perceptions or images—solong as these are viewed as types of representations of objects. From a semantic-al viewpoint, a de dicto belief is a belief in which the believer is related only toa completely expressed proposition (dictum). The epistemic analogue is a beliefthat is fully conceptualized. That is, a correct ascription of the de dicto beliefidentifies it purely by reference to a ‘content’ all of whose semantically relevantcomponents characterize elements in the believer’s conceptual repertoire.
 The analogy between this epistemic characterization of de dicto belief andour characterization in terms of logical form is prima facie threatened by cer-tain (possibly deviant) attributions of belief. If Alfie says, ‘The most powerfulman on earth in 1970 (whoever he is) is a crook,’ not having the slightest ideawho the most powerful man is, a friend of the potentate may say to him, ‘Alfiebelieves that you are a crook.’ The example, if accepted, may seem to present acase in which the belief ascription related Alfie to both an open sentence and thepotentate—thus fulfilling the semantical characterization of de re belief—eventhough Alfie’s epistemic state depends completely on concepts in his reper-toire—thus fulfilling the epistemic characterization of de dicto belief. The wayto treat such examples is to take the demonstrative pronoun ‘you’ as not purelydeictic. It is at least partly anaphoric, acting as a pronoun of laziness for thedescription ‘the most powerful man on earth’. The logical form of the discourseshould reflect this, so that the ascription will ultimately relate Alfie to a closedsentence. Similar remarks apply to cases of ‘exportation’ of definite descriptionslike ‘the shortest spy’ based purely on the premise that the description denotes.Counting such cases de re because of referential occurrence of the surface-levelterms ‘you’ or ‘the shortest spy’ would mark no epistemically interesting dis-tinction. There is no ascription of a peculiarly de re (en rapport) attitude. Atmost, there is a de re ascription of a de dicto attitude.
 What is the appropriate epistemic characterization of de re belief? I thinkone should explicate the notion simply in terms of the negation of our epistemic
 8 The first to propose the semantical viewpoint I favor was John Wallace, ‘Belief and Satisfaction’,Nous, 6, 2 (May 1972), 85–95; cf. also Marc Temin, ‘The Relational Sense of Indirect Discourse’,The Journal of Philosophy, 72, 11 (5, June 1975), 287–306. Stephen Schiffer pointed out thatsomeone who held that de dicto locutions are basic could accept representations (3′) and (4′), if he(unlike me) regarded them as a step toward a further analysis.
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 characterization of de dicto belief. But in deference to an issue that will domin-ate section III, the notion may be explicated more positively, if more vaguely:A de re belief is a belief whose correct ascription places the believer in anappropriate nonconceptual, contextual relation to objects the belief is about. Theterm ‘nonconceptual’ does not imply that no concepts or other mental notionsenter into a full statement of the relation. Indeed, the relation may well holdbetween the object and concepts, or their acquisition or use. The crucial pointis that the relation not be merely that of the concepts’ being concepts of theobject—concepts that denote or apply to it. For example, although conceptsmay inevitably enter into the acquisition of a perceptual belief, the believer’srelation to the relevant object is not merely that he conceives of it or other-wise represents it. His sense organs are affected by it. Perceptual contact is,of course, not present in every de re belief. But it illustrates the sort of ele-ment independent of semantical or conceptual application that is essential tothe notion.
 II
 A sufficient condition for a belief to be de re (on the vague, ‘neutral’ epistemicconstrual, as well as on our favored semantical and epistemic construals) is forit to contain an analog of an indexical expression used deictically, and pick outa re. The first sentences that children actually use or understand are invariablykeyed to their immediate, perceptually accessible surroundings.9 Attitudes thataccompany such assertions are clearly de re. These developmental matters areclosely related to the question of conditions for attributing language use andunderstanding. I shall argue that if an entity lacks de re attitudes, we wouldnot attribute to it the use or understanding of language, or indeed propositionalattitudes at all.
 It is hard to imagine how one could learn a language without being exposedto sentences whose truth-value changed over relatively short periods of time. Ifthe truth-value of certain sentences were not keyed to salient and changeableaspects of the immediate environment, the neophyte would have no means ofcatching on to the meaning of the sounds he hears—no means of correlatingthose sounds with an independently identifiable parameter. Attitudes acquired inthe process of understanding such sounds are de re. Still, whereas we ourselvescome to understand language only by understanding indexical sentences, it mightbe thought that some organism or robot could be programmed to understand anindexical-free language, without our attributing any de re attitudes to it. Thethought is, I think, mistaken.
 9 Cf. Roger Brown, A First Language: The Early Stages (Cambridge, Mass.: Harvard UniversityPress, 1973), e.g. pp. 220 ff.; also Quine, Word and Object (Cambridge, Mass.: MIT Press, 1960),26–39.
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 It would be widely agreed that current machines that are programmed withindexical-free (mathematical) language do not autonomously use or understandlanguage. What is missing? A major part of what is missing is evidence that themanipulation of symbols is anything more than a mechanical, purely syntacticalexercise for the machine. That is, such machines do nothing to indicate that thesymbols have any semantical, extralinguistic significance. To indicate this, theyshould be able, at least sometimes, to recognize and initiate correlations betweensymbols and what they symbolize. Such correlations may involve nonlinguisticpractical activity (finding a ball when someone says he or she wants a ball) orlinguistic activity appropriate to one’s perceptions (saying ‘There’s a ball’ whenone sees one) or some combination. Similarly, if the subject is to be creditedwith having propositional thoughts, he must indicate some ability to correlatehis thoughts with objects those thoughts are thoughts of. Failing evidence of theability to recognize such correlations, there is no adequate ground for attribut-ing understanding of sentences or propositional attitudes. But any propositionalattitudes that accompany such recognition will be de re. So attributing an under-standing of sentences, or propositional attitudes at all, requires attributing de reattitudes.10
 This argument does not commit one to the view that one must compare asymbol with an entity and come to believe that the symbol applies to the entity.Such a model is implausible for the general case. The recognition should beregarded as a skill rather than a conclusion about the symbol. Further, recog-nition of a correlation between symbol and entity need not be thought of as ameans of learning symbols. It need only be regarded as part of what is entailedby understanding and using symbols. The argument does not in itself commitone to the view that all language users must understand some language that con-tains indexical elements. What the argument requires is that a language user beable to understand referential use (as opposed to attributive use) of his singularterms—to realize what entities some of them apply to—or that he be able toapply some of his predicates to objects or events that he experiences. Thus theargument places requirements on an individual’s abilities, not necessarily on themeaning of the sentences he uses.
 The argument that having propositional attitudes requires having de re atti-tudes has as corollary the conclusion that having justified empirical beliefs,hence having empirical knowledge, requires having de re beliefs—since having
 10 I sense a kindred doctrine in Kant, Critique of Pure Reason, A51 = B75 and A126. JonathanBennett, in Kant’s Analytic (New York: Cambridge University Press, 1966), 146, criticizes Kantfor suggesting that one could have a concept and utilize it in general judgments without being ableto apply it under sensorily favorable circumstances. (Cf. A133 = B172.) But Bennett’s stricture isfar too narrow. I might be able to explain the difference between two kinds of molecule withoutbeing able to distinguish them in any sensory (laboratory) conditions; I do not therefore lack theconcept of the relevant kinds. The more plausible view is that if we could not apply some conceptsunder sensorily favorable circumstances, we would have no concepts. Oddly, Frege criticizes Kantfor holding the very view Bennett defends. Cf. The Foundations of Arithmetic, ed. J. L. Austin(Evanston, Ill.: Northwestern University Press, 1968), 101. Perhaps Kant’s view is not fully clear.
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 justified belief presupposes propositional attitudes. The same conclusion may bereached by a simple variation on the original argument. Justification of empiricalbeliefs by way of test or evidence depends on having perceptual experiences.But beliefs, ‘perceptual beliefs’, directly resulting from such experiences arede re.
 Consider our purely de dicto empirical beliefs, where all such beliefs in sin-gular form are nonindexical and where the definite descriptions can be usedattributively, but not referentially (and thus are not accompanied by de rebeliefs). Taken by themselves, these beliefs are clearly lacking in evidentialsupport. The attributively intended singular beliefs have the force of ‘the F ,whatever object that is, is G’. Justification for the belief that there is an F orthat it is G requires some more specific identification. For example, we needto find the F , or else experience circumstances that give ground for believingthere is an F . Many of our de dicto beliefs are justified because they are basedon authoritative hearsay from others. But then, at a minimum, the ‘others’ musthave some de re belief in order to ground their authority on the subject. Whatis more, it is plausible that we must have de re beliefs about the person orother source from which we get our information, in order to certify that sourceas authoritative (or as being in touch with an authoritative source). Intuitively,nonsingular, or general, de dicto beliefs are in need of de re support in the sameway that attributive, nonindexical singular beliefs are.11
 I claimed at the outset that de re belief is in important ways more funda-mental than de dicto belief. So far, I have argued that having de re attitudes is anecessary condition for using and understanding language—in fact for any pro-positional understanding—and for acquiring empirical knowledge. It remainsto argue that having de dicto attitudes is not equally necessary to these ends.The most straightforward support for this conclusion is intuitive. To be purely dedicto an attitude must be appropriately expressed at bottom by a closed sentence,free of any indexical element. But it does not seem difficult to imagine languageusers with empirical knowledge whose every attitude contains some such ele-ment. One might think that to use a language, one must have general beliefs,counterfactual beliefs, or arithmetical beliefs. But such requirements are com-patible with the absence of de dicto beliefs. All the relevant generalizations orcounterfactuals might be tensed, or restricted by some other indexical element;all the arithmetical beliefs might be applied. Similarly, for other ‘conceptualnecessities’. These remarks are, of course, only intuitive. But they do suggestthat having de dicto beliefs is not essential to understanding or to empiricalknowledge. I shall now discuss the chief threat to this conclusion.
 11 This last argument has a Russellian, as well as a Kantian flavor. Cf. Russell, ‘Knowledgeby Acquaintance and Knowledge by Description,’ in idem, The Problems of Philosophy (1912)(London: Oxford University Press, 1982); idem, Our Knowledge of the External World (London:Allen & Unwin, 1952), in 65 ff. (first published 1914). Russell, however, thought that all singularbeliefs are de re —on account of his theory of descriptions. This view I do not hold. I am alsouncommitted to Russell’s foundationalism.
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 III
 The most direct counter to our claims that de re beliefs are in certain respectsmore fundamental than de dicto beliefs would be to accept the gist of the argu-ments given in the previous section, but claim that de re beliefs are a merespecies of de dicto. This claim would be congenial to much that was dear to theBritish empiricists. It seems to be implicit in views that Frege held. And it hasbeen recently defended by Kaplan, who in fact tried to define de re beliefs interms of de dicto ones.12
 Kaplan represented such sentences as ‘Alfred believes of the piano that it isugly’ as follows:
 (∃α)(R(α, the piano, Alfie) ∧ Bel(Alfie, �α is ugly�) ).
 As a first approximation ‘α’ ranges over names or singular terms. ‘R’ means‘represents’. α represents the piano for Alfie if and only if α denotes the piano, α
 is vivid for Alfie (‘plays a significant role in Alfie’s “inner story” ’), and α is ofthe piano in the sense that the piano is a crucial factor in Alfie’s acquisition of α.The expressions with corners may be thought of as denoting symbols, althoughit is clear that Kaplan really intends them to denote Fregean senses. α, though a‘name’, need not be linguistic in any ordinary sense. α may be a ‘conglomerationof images, names, and partial descriptions’, ‘suitably arranged and regimented’.α may not, and often will not, appear in any sentence that ascribes a de re belief:it is enough if there be some such α in the believer’s repertoire.
 The crucial assumption in Kaplan’s analysis that I think mistaken is the viewthat belief ascriptions containing demonstratives ascribe thought symbols thatdenote the objects demonstrated in the ascription. (I think neither vividnessnor ofness is a necessary condition for de re belief, but will not discuss theseissues.) Kaplan takes belief contents to be sentence types or abstract meanings. Inrequiring that the representing name type denote an object, one requires that thename itself (given its meaning) individuate the object in a context-independentmanner. Of course, it is possible that Kaplan did not specifically intend forhis term ‘denote’ to be taken so strictly. One might say that his ‘denotes’ wastacitly relativized to a context. But this move would amount to forgoing theattempt to reduce de re belief to de dicto belief. For, insofar as the thoughtsymbol denotes the relevant object only relative to a context, the content of thebeliever’s attitude does not depend purely on what is expressed (dictum) by hissymbols, or on the nature of his concepts. Rather the content must be partlyshown. But under these circumstances the belief is not purely de dicto (purely‘of’ something expressed).
 12 The position is abetted by, but does not depend on, two Lockean views: representationalrealism, according to which we see physical objects only indirectly by way of sense data; and theview that images, sense data, and the like are certain sorts of concepts (‘concrete’ ones) eligiblefor being expressed by a proposition. I shall not be discussing these views. Frege’s position willdominate sec. IV. Kaplan’s is set out in ‘Quantifying In’. It is doubtful that he still holds the view.
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 One may, of course, choose to use ‘de dicto’ in such a way as to countsentences like (6) and (8), and the examples we give below, de dicto. If one didso on the ground that in every case of de re belief the believer has some means(no matter how sketchy) of representing the relevant res, then one would virtuallytrivialize the reducibility thesis. This trivialization constitutes an objection tothe suggested use of ‘de dicto’. Traditionally, it has been assumed that de rebeliefs are not de dicto; the two notions were explained so as to make it appearthat their applications are disjoint. But under this liberalized usage, one cannotexplain what a de dicto belief is without rendering it obvious that all or manyde re beliefs are de dicto. All beliefs are partly characterizable in terms of thebeliever’s concepts, notions, or dicta. To be distinctively de dicto a belief shouldbe characterized purely in such terms. Beliefs like those attributed in (6) and(8) are not so characterized or even, sometimes, so characterizable.
 Similar objections apply to calling sentences like (6) and (8) de dicto aswell as de re on the following rather mixed criterion: de dicto belief ascriptionsare those for which surface substitutions fail; de re belief ascriptions are thosewhere the believer is taken to be en rapport with the relevant res. Such a cri-terion renders it obvious that the categories have considerable overlap, and failsto justify the presumption that indexically infected ascriptions are purely ‘of’dicta.
 To maintain then that Kaplan’s theory reduces de re belief to de dicto beliefin an interesting sense, one must use ‘denote’ strictly. But if one uses ‘denote’strictly, it is implausible that in all cases of de re belief, one of the believer’sbeliefs contains a thought symbol or individual concept that denotes the res.On seeing a man coming from a distance in a swirling fog, we may plausiblybe said to believe of him that he is wearing a red cap. But we do not see theman well enough to describe or image him in such a way as to individuatehim fully. Of course, we could individuate him ostensively with the help of thedescriptions that we can apply. But there is no reason to believe that we canalways describe or conceptualize the entities or spatiotemporal positions that werely on in our demonstration. Or consider someone who sincerely says, ‘I believeof the present moment that it is in the twentieth century,’ or ‘It hasn’t been thiscold in ten years.’ We cannot assume that the person will always be able toindividuate the time or the degree of cold either in some canonical manneror via purely descriptive notions. Even perception under optimal conditions issubject to the point. The perceived object (say, a book) may not be inspectedin sufficient detail to distinguish it from all other objects except by reference tospatiotemporal position. And this, as before, will often not be individuatable bythe perceiver except by context-dependent, nonconceptual methods. Moreover,though it remains true that one believes of the book that it was, say, rust, one’smemory of the details of the particular book’s appearance fades.13
 13 This general style of argument is first explicit in Wittgenstein, whose Investigations it per-meates. Cf. e.g. § 689. The argument is also highlighted in P. F. Strawson, Individuals (Garden
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 These considerations indicate that there will often be no term or individualconcept in the believer’s set of beliefs about the relevant object which denotesthat object. This is not to deny that the believer always has some mental orsemantical instrument for picking out the object—a set of concepts, a perceptualimage, a demonstrative. But whatever means the believer has often depends forits success partly but irreducibly on factors unique to the context of the encounterwith the object, and not part of the mental or linguistic repertoire of the believer.
 One might wish to give a Kaplan-type analysis in terms of mental-tokens(e.g. particular sense data) rather than mental entity types. But this move doesnot circumvent the point of the preceding paragraphs. For features of the mentalentity itself (or dicta associated with it) are not always sufficient to pick outthe relevant object. Some contextual, not purely conceptual relation betweenmental entity and represented object must still be relied upon to characterize theattitude. Further, such an analysis has the counter-intuitive consequence that itis in principle impossible for different people to have the same de re belief.
 In the face of the epistemic argument against defining de re belief in termsof de dicto belief, there are those in the Frege–Carnap tradition who fix theblame on language. True, they say, we cannot express our complete concept ofthe present moment or the degree of cold or the approaching man in any ordin-ary terms; but we have such a concept nevertheless. Sometimes these allegedconcepts or meanings are titled ‘nondescriptive’. They are allegedly what wewould express if we arbitrarily introduced a name for the relevant res. Theappeal to incommunicable concepts or meanings here seems to me implausibleand obscurantist. There is no intuitive substance to the claim that such namesexpress complete concepts. And there is no likelihood that different believerswould ‘grasp’ the same concept expressed by them. Factors which determine theobjects about which the believer holds his beliefs but which are not publicly stat-able (either ‘in principle’ or because they are not practically available to eitherbeliever or reporter) are appropriately counted nonconceptual—indeed, in mostcases, noncognitive. The view that de re belief is semantically independent ofde dicto belief has the fundamental advantage of avoiding unnecessary appealto the incommunicable.
 The considerations that show that de re belief sentences are not definable interms of de dicto sentences are equally potent against the view that for everyde re belief there is an accompanying de dicto belief that fully individuates theobject the de re belief is about. Thus the conceptual priority of de re beliefseems vindicated.
 City, N.Y: Anchor, 1963), 6–9 (originally published, 1959). Cf. also Donnellan, ‘Proper Names andIdentifying Descriptions’, in D. Davidson and G. Harman (eds.), Semantics for Natural Language(Dordredit: Reidel, 1972); and Kripke, ‘Naming and Necessity’, op. cit. Kaplan’s requirement thata de re belief involve a vivid name—a ‘conglomeration of images, names and partial descriptions’that gives the relevant res a major role in the believer’s ‘inner story’—may have served as a hedgeagainst these considerations and an implicit defense of the strict use of ‘denotes’. Intuitively, theconsiderations once considered count against the requirement.
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 Two sorts of consideration might lure one into a position like that which Ihave been criticizing. One arises from reflecting intuitively on our own cognit-ive attitudes when, on the basis of a present perceptual experience, we assertsentences like ‘That is a piano’ or ‘That piano is ugly’. It is clear that ourperception or conception of the piano is in a sense far richer than the meaningexpressed by the words ‘That piano’. We view a particular piano of a certainsize, shape, and hue, with its idiosyncratic ornaments, scuffs, and scratches. Itis easy to conclude that the proposition we believe is conceptually far ‘richer’than our words themselves suggest. The ‘richness’ intuition can be accountedfor by noting that we acquire whole sets of beliefs as the result of perceptualexperience—all about the relevant object.14
 IV
 The second consideration backing the view that de re is a species of de dicto isFrege’s theory of sense and reference. I shall assume that de re beliefs includebeliefs about public objects, such as physical things. Now the relevant Fregeanviewpoint is as follows. (1) All thought or belief about public objects is from aconceptual perspective—we always think about them from one of a variety ofpossible standpoints or in one of a variety of possible ways. (2) When we thinkabout particular public objects, this conceptual perspective determines whichobject we are thinking about. Our initial assumption together with these twoplausible principles may seem to assure that de re beliefs about public objectswill be de dicto.15 The assurance is cancelled by the kind of argument givenin Section III. The problem arises with the claim in (2) that the perspectivethat determines the relevant object is (completely) conceptual. The Fregeanviewpoint, however, is worth further discussion, because it bears on the role ofdicta in de re belief.
 The first principle is reasonable. Knowledge about public objects is indeedperspectival. Even in direct perception we see physical objects from one side ata time; and so it is in principle possible to fail to realize that an object, whenviewed from one perspective is the same object as was just seen from anotherperspective. Moreover, it is plausible in some loose sense that perceptual beliefsrepresent the perceived object by means of concepts.
 Principle (1) is at the bottom of Frege’s basic argument for the postulation ofsenses—the ‘paradox’ of identity. The ‘paradox’ of identity says that, whereas astatement of the form �a = a� is uninformative, a statement of the form �a = b�
 14 Cf. George Pitcher, A Theory of Perception (Princeton: Princeton University Press, 1971),71 ff.
 15 The first principle is explicit in Frege’s ‘On Sense and Reference’, in P. Geach and M. Black(eds.), Translations of the Philosophical Writings of Gottlob Frege (Oxford: Blackwell, 1966), 57–58.Frege suggests that sense is conceptual in character when he says ‘The sense of a proper name isgrasped by everybody who is sufficiently familiar with the language,’ and when he identifies senseswith thoughts. The second principle is explicit on p. 58 of the same essay.
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 may be of considerable empirical significance; but ‘a’ and ‘b’ are singular termsthat refer to the same object; so the difference in the statements must go beyondwhat is referred to in them. The difference is in the mode with which the denotedobject is presented to a thinker by the singular terms ‘a’ and ‘b’. And Fregecounted this difference a difference in sense. The paradox of identity is closelyrelated to the failure of substitution of coextensive terms in belief contexts. Forthe point that �a = b� may be informative where �a = a� is not is in effect thepoint that one may fail to believe that a = b while believing that a = a . Thereis, I think, no denying either of these points. The counterclaim that, where ‘a’and ‘b’ are proper names, a belief that a = b is really the same as a belief thata = a (so one believes both or neither) seems to me completely implausible. Ishall therefore ignore it.
 Propositions are traditionally postulated as the sort of thing that is believed.And Frege’s argument refutes any theory that takes singular propositions aboutpublic objects of the form Fa, where ‘a’ is a proper name, to consist simply ofa and the attribute expressed or denoted by ‘F ’. (Cf. note 6 above.) But Frege’sarguments apply to demonstratives as well as to definite descriptions and propernames.16 We would find boring a claim of the form ‘this = this’, where ‘this’is twice used to refer to some object under the same circumstances (cf. ‘this isself-identical’). But we might be surprised by a claim of the form ‘this = this’,where the first ‘this’ is used with a nod toward a picture of the Hope diamond,and the second with a gesture to a dirty stone. A similar point holds for propernames. If Alfie knows someone in two different walks of life by ‘Bertie’, butthinks he knows two Berties, he will be interested if we tell him that Bertie(pointing to the person, or picture of him, in one guise) is identical with Bertie(indicating him in another). Obviously, we can embed these statements in beliefsentences and attribute informative and uninformative belief contents by varyingthe context of use and our intentions as reporters.
 For reasons of the sort given in Section III, these considerations should notlead us to postulate complete concepts (or senses) which are expressed by thedifferent tokens of ‘this’ or ‘Bertie’ and which completely individuate the rel-evant referent in different ways. But the considerations do show that, in givingformal representations to these statements, we should distinguish the informativefrom the uninformative cases. So we should distinguish the two explicit occur-rences of ‘this’ in the informative version of ‘this = this’, and the two implicitoccurrences of a demonstrative in the informative version of ‘Bertie = Bertie’.The formal representations of the two occurrences of ‘this’ in the informativeversions will mark different contexts of use, without specifically expressing anyparticular concepts or dicta associated with those uses.17
 16 This point is due to David Kaplan.17 The representations are: x1 = x1 and [x1]Cicero(x1) = [x2]Cicero(x2), where the variables are
 specially subscripted to represent indexical constructions. The latter sentence may be parsed bythe hybrid, ‘That1Cicero = That2Cicero’. Cf. the works cited in note 5. The considerations in the
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 The notion of sense fills three functions in Frege’s theory. One (sense1) isthat of representing the mode of presentation to the thinker which is associatedwith an expression and of accounting for information value. A second (sense2)is that of determining the referent or denotation associated with the expression:for singular terms, senses serve as ‘routes’ to singling out the unique object, ifany, denoted by the term. The third function (sense3) is that of providing entitiesto be denoted in oblique contexts.18
 Kripke criticizes Frege for not distinguishing between two senses of ‘sense’:meaning and means of fixing the referent. This criticism is prima facie related tothe distinction between the first two functions of ‘sense’. But Kripke’s distinctionis not really appropriate to any aspect of Frege’s notion of sense. Kripke givesthree examples of ‘fixing the referent’. The first is that of saying that one meteris the length of stick S at time t , where S is the standard meter bar. Thesecond is that of introducing the name ‘Hesperus’ as applying to the planet inyonder position in the sky. The third is the statement that π is the ratio of thecircumference of a circle to its diameter (277 ff.).
 In the first and third cases, Frege would not allow that the respective definitedescriptions gave the sense of ‘one meter’ and ‘π ’ in any sense of ‘sense’.For Frege the fundamental test for determining whether senses differ was theinformativeness of the relevant identity statement.19 But both of these identitystatements are informative. One might reply that they are uninformative for theintroducer. But Frege did not intend the sense of such expressions as ‘meter’ or‘π ’ to vary from person to person. The respective senses of these expressions asused by their introducers are not different from those of the same expressions forothers. So the notion of informativeness that is relevant to Frege’s test is more‘public’ than this reply would require. As applied to the examples of ‘meter’and ‘π ’, Kripke’s notion of fixing the referent is pragmatic, having little to dowith Frege’s second function of sense.
 The second example is different. Frege did assume that the sense of ordinaryproper names varied from person to person. In the context of the introduction, it
 text count against any attempt to solve Frege’s paradox of identity by simply citing the differencein surface terms (or tags) that are used. Russell tried this in ‘Philosophy of Logical Atomism’,245–246. Appeal to different term tokens also will not work, since the uninformative identities alsohave different term tokens flanking the identity sign.
 18 The three functions emerge in succession in ‘On Sense and Reference’, 57–58, 58, 58–59,respectively. On the second function, see also the telescope analogy, p. 60. In connection with thefirst function, Frege remarks that senses are ‘grasped’ by everyone who understands an expressionas it is used in a language. It is not clear how Frege intended to apply this remark to demonstrativeconstructions, but elsewhere he clearly holds that the sense, mode of presentation, of such construc-tions varies from thinker to thinker and context to context. (Cf. note 20 below.) Frege’s remarkhas led to the identification of mode of presentation and linguistic meaning. But this identificationis not forced by the passage; and in light of Frege’s views on demonstrative constructions, theidentification is unquestionably mistaken, as I argue below.
 19 Frege believed that the modes of presentation of expressions differed if and only if the relevantindividuating features differed. Kripke and I would agree that this biconditional is false. My pointis that for Frege the left–right direction is the basic, criterial one for individuating senses.
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 seems perhaps that the relevant identity is trivial and that the senses of the name‘Hesperus’ and the introducing description, on Frege’s view, would be the same.The basic weakness of Kripke’s criticism of Frege here (and it emerges in theother cases as well) is his widely shared assumption that Fregean sense, in at leastthe first of its functions, corresponds to the modern notion of linguistic meaning(cf. note 18). The assumption is implausible. In deference to the first function ofsense, Frege clearly thought that the sense of a demonstrative like ‘this’ or ‘I’,an indexical construction like present tense, or a proper name like ‘Aristotle’(even as applied to the philosopher) varied from person to person and context tocontext. But linguists and philosophers (correctly, I think) regard demonstrativeconstructions, including proper names, as having a constant meaning, thoughvarying referents. I think it at best rather wooden to regard Frege as simplywrong about this. It is more appropriate to see him as employing a notionclose to but distinct from the notion of meaning. Frege was less concerned withlinguistic meaning than with how people acquire and pass on knowledge byusing language.20 Thus even though the meaning of ‘Hesperus’ (if any) and thatof the reference-fixing description differ, it remains open whether they differ insense for the introducer. Nothing Kripke says decides this question.
 There is, however, a good objection to Frege’s assumption that the firstand second functions of the notion of sense coincide—the objection cited insection III.21 A complete account of the mode in which an object is presented
 20 For the remarks on the variations of sense associated with indexical expressions, see Frege,‘The Thought’, in E. D. Klemke (ed.), Essays on Frege (Urbana, Ill.: University of Illinois Press,1968), 517–519, 533. Frege repeatedly disavows concern with language, most notoriously in ‘OnConcept and Object’, in Geach and Black (eds.), Translations, 54. And he emphasizes that hisprimary concern is with knowledge and thought. Cf. ibid. 46 n., 59, and in ‘The Thought’, passim,esp. 534. In this connection, the translation of Gedanke as ‘Thought’ seems more appropriate thanas ‘Proposition’.
 I am not sure whether Frege would regard the sense of ‘Hesperus’ for the introducer at the timeof the introduction as the same as that of the description. On the one hand, there will be a feeling ofuninformativeness in the relevant identity statement. On the other hand, the introducer has means ofidentifying the planet which are independent of the description (its visual characteristics).
 21 Cf. note 13. The argument from incompleteness of information should be distinguished fromthe argument (given by numerous people—Wittgenstein, Searle, Donnellan, Kripke) based on theobservation that singular sentences whose subject term is a proper name or a demonstrative andwhose predicate is an ordinary descriptive expression, are not logical truths. This argument showsthat demonstratives and names do not have the same linguistic meaning that definite descriptionshave. Its bearing on the notion of sense is more complicated and cannot be discussed here. The‘incompleteness’ argument should also be distinguished from an unsound argument that propernames and demonstratives lack sense, or linguistic meaning, because they are rigid designators,designating the same object, if any, in all possible circumstances. Cf. Kripke, “Naming and Neces-sity”, e.g., pp. 276–277. Suppose that proper names were always rigid. The point that they arerigid shows at most that, in necessity contexts, they always have transparent referential position(or from the viewpoint of modal logic, truth conditions analogous to those for definite descriptionswith wide scope). But the failures of substitution in belief contexts, show that proper names do notalways have transparent reference. And this leaves open the possibility that they have sense (sense1as well as sense3). Moreover, the paradox of identity requires that to give an adequate theory oflinguistic understanding, one say something about mode of presentation (sense1) beyond mentioningthe name’s referent. The rigid designator argument (in contrast to the other arguments) has just as
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 to us—the effect that it has on our cognitive representations or on our storeof information—may be insufficient to determine that one object rather thananother is the subject of our beliefs or statements. (Appeal to a community ofthinkers here clearly does not change matters.) The individuation of the relevantobject depends not only on information the thinker has about it but on hisnonconceptual contextual relations to it. These wider relations are necessary tocharacterize the second function of sense, but they go beyond what the thinker‘grasps’ in thought.
 It is time now to consider the third function of Frege’s notion of sense—thatof providing an object of reference for expressions in oblique contexts. Motiv-ating this use of ‘sense’ was a powerful theory of language according to whichthe truth-value of any sentence is a function of the denotations of its parts. Hereis not the place to defend the principle.22 I shall simply assume it. It is easyto show that, given this principle, the denotation of expressions in oblique con-texts cannot be the denotation they have in transparent contexts. The questionthen arises whether the oblique denotation (sense3) should be identified with themode of presentation (sense1) or the mode of designation (sense2), if either.
 When A says, ‘Aristotle was a philosopher’ or ‘Sam is a violist’, and B saysthe same, we sometimes want to remark in indirect discourse that they stated,and believed, the same thing. (Let us assume that the proper names do not havepurely transparent position. The attributed statements or beliefs may be eitherde dicto or de re a la (8).) If in reporting their respective statements, we aremaking reference to sense2, the mode of designation, we cannot reasonably saythat A and B made the same statement. For the way in which the term ‘Aristotle’as uttered by A (B) picks out the Stagyrite, rather than some other Aristotle,depends on elements in the context of A’s (B’s) utterance. But since the contextsdiffer, the modes of designation (senses2) differ. So in reporting A’s statementor belief as being the same as B’s (and making reference to sense3), we cannotbe making reference to sense2.
 No such simple argument shows that sense3 should not be identified withsense1. Much depends on precisely how the sense1 of a name is construed. Ithink we should ignore suggestions to take the contextual (often ‘causal’) rela-tion between believer and named object as sense1. In effect these suggestionsamount to reidentifying sense1 and sense2. The suggestions are implausiblesimply because the relevant relation is ordinarily not part of the cognitiveworld of the believer, so it cannot provide an account of the information value
 little bearing on meaning as it does on sense. Necessity contexts do not have a definitive positionin arguments about either meaning or sense. It is worth noting that the rigid designator argumentdoes not even show that proper names do not have the sense (or even the meaning) of definitedescriptions. For a Fregean could reply that the points Kripke cites show only that when the senseof a definite description is expressed by a proper name in a necessity context, the name has itscustomary reference. It is not hard to think up reasons on behalf of the Fregean as to why this mightbe the case. But since our subject here is not necessity, I shall not pursue the matter.
 22 Cf. Frege, ‘On Sense and Reference’, 59 ff. Also Kaplan, “Quantifying In”, secs. III–IV.
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 associated with names. I think it is also clear, for reasons mentioned earlier, thatsense1 should not be identified with linguistic meaning, at least for the generalcase: ‘this is this’ or ‘Bertie is Bertie’ might be informative even though thetwo occurrences of ‘this’ have the same linguistic meaning.
 A touchstone for dealing with the relation between sense1 and sense3 isconsideration of when people are said to share a belief. For example, we oftenwant to say that A, B, and C all believe that Sam Rhodes is a fine fellow, where‘Sam Rhodes’ does not have purely transparent position. If the sense1 of thename in a context of potential use is taken to be the descriptions, images, andso forth that the user would associate with it, then sense1 and sense3 must bedistinguished. For A, B, and C ’s descriptions and so forth may not coincide. Wecan even imagine that, although A and B agree on some descriptions, as do Band C , the descriptions associated with the name by A and C are for practicalpurposes disjoint. Imagine that they agree only on ‘living, human male’.23
 Thinking of sense1 as a set of descriptions ‘abroad’ in a community providessome relief from this difficulty. In fact, I think the viewpoint (equipped witha sufficiently subtle notion of community) can contribute a partial account ofthe cognitive value of proper names, although it must give up any ambition todetermine the name’s referent purely on the basis of the relevant descriptions.Such an account of sense1, however, would at best be partial. For it dramaticallyfails to account for the cognitive difference among users of names or demon-stratives, which Russell and Frege stressed (cf. note 23). Can the ‘communaldescription’ account of sense1 be used to account for sense3? I think not. Therelevant set of descriptions will change over time, but we will remain willing toascribe a given belief expressed with the name to people both before and afterthe change.
 Any explication of the informativeness of identity statements is bound tobe complex. The account of public information will appeal partly to linguisticmeaning, partly to communally shared descriptions. The account of an indi-vidual’s information, which is particularly relevant to the informativeness ofstatements containing demonstratives and many proper names, must discussmatters psychological. That is, I think this latter part of the account will have totreat idiosyncratic associations and connotations—tokens of which Frege called‘ideas’. But none of the aspects of an account of sense1, at least the sense1 ofproper names or other demonstrative constructions, is promising as an accountof sense3.
 I think it would be a mistake to postulate a new intensional entity, sense3.Such postulation will generate little illumination until we better understand therelations between ‘sense1’, ‘meaning’, and ‘sense3’. As we have seen, muchof the trouble with Frege’s account, and with objections to it, stems from
 23 Frege was probably willing to deny that A, B, and C share a belief. Cf. ‘On Sense andReference’, 58 n., and ‘The Thought’, 517–519. Russell may have actually urged the denial in ‘ThePhilosophy of Logical Atomism’, 195–196. But their authority lends little credence to the view.
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 commitment to idealization of intensional notions before the phenomena thatthese idealizations are supposed to explain are adequately sorted out.
 Senses3 are roughly the dicta that are attributed in ordinary talk about de reand de dicto beliefs. But, as we have seen, cognitive differences in the de rebelief content (or a de re bearer of truth) are sometimes marked not by referenceto different concept expressions, but simply by different free variables. (Cf. notes5 and 17.) Frege’s informative de re identities do not demand that a formalrepresentation invoke unapparent concepts or senses that determine the re.
 Our representation in terms of free variables is flexible as well as spare. Wecan specify neutral variables for cases in which we want to say that everyoneacquainted with Sam believes him to be male (thus attributing a shared dere belief). For cases like the surprising de re belief that Bertie is Bertie wecan utilize different variables representing the implicit ‘that’ as it is applied inthe different contexts. We can distinguish self-knowledge from knowledge aboutoneself from the third-person viewpoint by variables representing the first-persondemonstrative. (Cf. Castaneda, note 3.) And so on. The particular concepts,percepts, images, insights, irritations, or intimations that an individual has ofor from the relevant res are left unspecified in these cases. The free variablesdo no more than indicate the not purely conceptual character of these means ofidentification and mark differences in the contexts in which they are applied.
 Thus, senses3 are finer-grained than linguistic meanings for the same reasonthat sense1 and linguistic meaning are distinct: The linguistic meaning of ‘Bertieis Bertie’ or ‘this is this’ is the same whether the sentence is taken as truisticor informative. But one may believe the truism and not believe the informativestatement. The different variables in the formal representation mark differencesin the context in which the demonstrative construction is used, not differencesin linguistic meaning.24 On the other hand, senses3 sometimes do not charac-terize (or even involve quantification over) the particular mode of presentationassociated with an individual’s belief. And in this respect they may be regardedas coarser-grained than senses1.
 Full treatment of belief contents is the subject for other occasions. Our dis-cussion, however, has placed limits on such a treatment. I have given reasonto believe that sense3 is not in general identifiable with sense1, sense2, or lin-guistic meaning, on natural construals of these notions. Improving on Frege’sview of belief depends partly on attending to the variety of phenomena that hetried to explain with his single idealization, sense, and partly on recognizing thefundamental character of de re attitudes.
 The lead role of de re attitudes is sponsored by a contextual, not purelyconceptual relation between thinkers and objects. The paradigm of this relation
 24 I discuss senses3 in ‘Self-Reference and Translation’, in F. Guenthner and M. Guenthner (eds.),in Translation and Meaning (London: Duckworth, 1977). I shall discuss the notion further in futurepapers and will argue that, even in the case of ascriptions of nonindexical beliefs, senses3 shouldnot be identified with linguistic meaning.
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 is perception. But projections from the paradigm include memory, many intro-spective beliefs, certain historical beliefs, beliefs about the future, perhaps beliefsin pure mathematics, and so on. There is no adequate general explication of theappropriate nonconceptual relation(s) which covers even the most widely accep-ted projections from the perceptual paradigm. Developing such an explicationwould, I think, help articulate the epistemic notion of intuition in its broadest,least technical sense, and contribute to our understanding of understanding.
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 Postscript to “Belief De Re”
 Although some earlier papers contain elements that became integral to anti-individualism, ‘Belief De Re’ is the main predecessor of ‘Individualism andthe Mental’ and ‘Other Bodies’ in my work. It begins a shift in my focus ofattention. It is also the paper in which I began to find my philosophical voice.
 The paper now seems overly technical and too hard to read. There are someemphases in it that I would like to adjust, formulations that I regard as mistaken,and commitments that I no longer maintain. Nevertheless, there are things inthe paper that I still like very much. I retain a warm spot for it. In view of thedifficulty of the paper, I will go over some of its main points slowly, articulatingmy current attitudes toward them, cold and warm.
 I
 ‘Belief De Re’ sets out to explicate a de re/de dicto distinction that respectshistory and that centers on issues that are of philosophical importance. It focuseson the distinction as applied to propositional attitudes. My counting attitudes,not pieces of language, as the primary domain of the de re/de dicto distinction isexplicit in many places in the paper. I am primarily interested in the logical formof the representational contents of the beliefs themselves, and only secondarilyand derivatively interested in the nature of belief ascription in natural language.
 There are, however, passages where this idea is not nearly as clear as itshould be. Near the end of section I, I write, ‘I have expressed the intuitivede re/de dicto distinction in terms of the logical form of ascriptions of belief.’I then go on to discuss the ‘epistemic basis’ of the distinction. The epistemicbasis has to do with the nature of the attitudes themselves, not anything to dowith linguistic ascriptions of the attitudes. What is the relation between thesetwo accounts—linguistic and epistemic?
 In the background of this two-pronged approach lay an assumption about apurpose of some ascriptions of propositional attitudes in actual, ordinary lan-guage use—and certainly in some scientific language use. I assumed that onepurpose of some ascriptions is to describe those attitudes as exactly as pos-sible, consistent with the conventional and practical purposes of language use. Ithought that in studying ascriptions that have this purpose, one can gain insightinto the nature of the attitudes themselves. I certainly had this methodology inmind when I wrote ‘Belief De Re’. Yet I did not articulate the methodology orits background assumption as clearly as I should have. As a result, some for-mulations make it appear that I am primarily concerned with understanding thelanguage of propositional attitude ascriptions in general, as opposed to specific
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 uses of propositional attitude ascriptions that shed light on the propositionalattitudes themselves.1
 A reason why it is important to articulate the methodology and backgroundassumption is that significant aspects or uses of many propositional attitudeascriptions do not reflect any particular concern to describe the relevant attitudesat all. Many aspects or uses of ascriptions are aimed simply at communicatingsomething practically relevant to a hearer. Many are aimed at relating the personwith the attitudes to an object of interest for the ascriber. Such ascriptionsabstract almost entirely from the representational content of the attitudes, fromthe way that the person thinks about things.
 The paper shows awareness of these points. In the penultimate paragraph ofsection I, I discuss what were sometimes called ‘pseudo de re ascriptions’. Alfiesays, ‘The most powerful man on earth in 1970 (whoever he is) is a crook.’Suppose that Alfie has no idea who the most powerful man is, and has only dedicto belief regarding that man. A friend of that man, who heard Alfie’s claim,says to the man, ‘Alfie believes that you are a crook.’ The ascription involves ademonstrative (‘you’) applied to the man. It attributes to Alfie an open contentyou are a crook, as applied to the powerful man. The ascription is pseudo dere because there is no implication that Alfie thinks of the most powerful manin a way that is governed by the demonstrative application, or in any otherepistemically special way. The ascriber’s demonstrative and application at mostpreserve the referent of some representation that Alfie used. They do not bearon how Alfie thought about the man at all. I commented that the case is at bestan example of a de re ascription of a de dicto belief, not an example of de rebelief. This remark seems to me correct.
 I also commented that the pronoun ‘you’ is ‘partly anaphoric’, picking up thereferent of ‘the most powerful man’. This point seems correct as well, at leastas applied to the particular case. The idea is that the ascriber’s demonstrativepronoun has, in addition to its deictic or demonstrating use, a pronominal relationback to some expression used by the person to whom the attitude is ascribed.The demonstrative pronoun does not in itself indicate whether the person’s wayof thinking was de re or not. The ascriber may not care. The ascriber is notascribing deictic usage. The deictic usage is purely his or her own. Through theexpression ‘you’, the ascriber is ‘anaphorically’ indicating some singular usageby the subject of the ascription, Alfie.
 1 W. V. Quine, in ‘Quantifiers and Propositional Attitudes’, The Journal of Philosophy, 53 (1956),repr. in Ways of Paradox (New York: Random House, 1966), is primarily concerned with language.David Kaplan, in ‘Quantifying In’, in D. Davidson and J. Hintikka (eds.), Words and Objections:Essays on the Work of W. V. Quine (Dordrecht: Reidel, 1969), repr. in L. Linsky (ed.), Referenceand Modality (Oxford: Oxford University Press, 1971), has a dual focus, but certainly makes contri-butions to understanding the nature of de re attitudes themselves. I see my paper as taking a furtherstep away from Quine’s purely linguistic focus. However, the interest in natural language was sodominant in those days that separating the issues about the character of language use from issuesabout the nature of the attitudes as sharply as we would today was not common or easy.
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 This idea has a chance of being general enough to cover all relevant cases,however, only if ‘anaphora’ is understood very broadly. The ascriber may nothave in mind any definite, antecedent expression used by the subject. In sucha case the ‘anaphora’ would have to purport to go back to some unspecifiedor unknown singular way of thinking on the part of the individual who hasthe attitudes. It might, for example, even go back to a definite description usednon-referentially, in pseudo de re cases. Or the ‘anaphora’ might go back toa family of ways of thinking—not to any definite linguistic antecedent at all.2
 Here again, making explicit what are linguistic claims and what are claims aboutconnections to actual attitudes would have strengthened the paper.
 Because the paper was focused on the nature of attitudes, not language, itunderplayed the complexities involved in different uses of natural language.The paper acknowledged the existence of these complications. But it did notsignal as clearly as it might have how complex these complications are, or howmuch of ordinary usage is indifferent to describing just what the individual’spropositional attitudes are.
 II
 I turn now to the specifics of the accounts of the de re/de dicto distinction.I gave both a semantical account and an epistemic account. The semanticalaccount centers on attitude ascriptions that are meant to characterize or indicatethe nature of the attitude, including its representational content. The epistemicaccount centers on the underlying epistemic and representational capacities ofthe individual with the attitude.
 The epistemic account is squarely aimed at the more fundamental philosoph-ical issues. Kant, in his notion of sensible intuition as a singular capacity, andRussell, in his notion of acquaintance, try to do justice to a common intuition.They believe that we have an epistemically distinctive and important capacity,or set of capacities, to connect our thought to particulars in a singular way. Bothphilosophers see this sort of capacity as fundamental in understanding humanknowledge. Both are opposed to the view that this capacity can be reduced topredicative, attributive capacities. Both seem to be on to something deep aboutour representational and epistemic relations to objective subject matters. Themain reason to reflect on de re phenomena is to try to obtain further insight intothis ‘something’.
 Despite my overriding sense that the epistemic issues are the most importantones, I gave a semantical as well as an epistemic account of the distinction. Ihoped that the two accounts would reinforce one another.
 2 This broad understanding of anaphora is implicit in the discussion of vacuous names in theparagraph in section I that begins ‘The representations given so far’. I developed the notion furtherin ‘Russell’s Problem and Intentional Identity’ in James Tomberlin (ed.), Agent, Language, and theStructure of the World (Indianapolis: Hackett Publishing Company, 1983), 79–110.
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 Let us suppose that we are dealing with ascriptions that are aimed purely atcharacterizing or indicating the nature of an attitude, including its representa-tional content. Then the semantical account maintains that an ascription ascribesa de re attitude if it ascribes the attitude by ascribing a relation between whatis expressed by an open sentence, understood as having a free variable markinga demonstrative-like application, and a re to which the free variable is refer-entially related. The semantical account maintains that an ascription ascribes ade dicto attitude if it ascribes the attitude by ascribing what is expressed by aclosed sentence—roughly one that involves no applied demonstrative or index-ical elements.3 I will return to the points about open sentences, free variables,and applications in section III of this Postscript.
 The intuitive idea behind all this technicalia is simple. De re attitudes areascribed by indicating representational contents that contain successfully applieddemonstrative or indexical elements. De dicto attitudes are ascribed by indicatingrepresentational contents that contain no demonstratives or indexicals.
 There are cases in which an individual thinks in a demonstrative-governedway—for example, in perceptual beliefs—but fails to refer to a re. The percep-tual belief might derive from a (referential) illusion. There are certain uses ofdemonstratives that fail reference. An analogous point applies to demonstrative-like applications in thought. A fully informative ascription of such propositionalattitudes will ascribe something expressed by a demonstrative-governed opensentence, but will not relate that representational content to a re. Strictly speak-ing, the ascription ascribes an attitude that counts as neither de re nor de dicto.However, the attitude itself, as distinguished from its referential relation to theworld, is more like a de re attitude than a de dicto attitude. I believe that insofaras one is interested in a taxonomy of mental ‘natural’ kinds, these non-referringattitudes group with the de re attitudes.
 The ‘epistemic account’ of what it is to be de re is more basic than thesemantical account. In fact, the semantical account points toward an epistemicaccount inasmuch as the semantical account attempts to explicate ascriptionsof belief that are meant to describe the beliefs (as opposed to carrying outother communicative purposes). The epistemic account that I favored at thetime directly corresponds to the semantical account: An attitude is de dicto ifit is completely conceptualized. An attitude is de re if it has a content thatis not completely conceptualized (and, it should be added, a not completelyconceptualized element in the content succeeds in referring to a re). That is, thecontent contains a demonstrative or indexical element successfully applied to are. The application of the demonstrative or indexical element is the element inthe content that prevents the content from being completely conceptualized. This
 3 The points about anaphora in pseudo de re cases are assumed: If the ascription involves ana-phora, whether a de re or a de dicto attitude is ascribed depends on what types of ways of thinkingthe anaphoric pronoun goes back to. In such cases, the ascription is not aimed purely at describingthe attitude, and it may be unclear from the ascription what attitude content is ascribed.
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 element is formalized by a free variable contextually applied. When successful,such applications are to res.
 In the last paragraph of section I of ‘Belief De Re’, I gave two epistemicaccounts of de re attitudes. The first is the one just cited. According to thesecond, which is vaguer, an attitude is de re if it involves an appropriate ‘notcompletely conceptual’ relation to a re. Perception is used as an example of anot completely conceptual relation. Other examples are tentatively suggested inthe last paragraph of ‘Belief De Re’.4
 The two epistemic accounts are nonequivalent in a subtle but important way.The first account takes successfully applied demonstrative or indexical elementsin a belief content to be the hallmark of de re attitudes.5 The second accountallows all the cases that the first account allows. It, however, leaves primafacie room for de re attitudes to include attitudes that have no demonstrative orindexical element in their representational contents.
 The special cases of possible de re attitudes mentioned in the last paragraphof ‘Belief De Re’ include beliefs in pure mathematics. I believe—and, I think,believed then—that it is not plausible that demonstratives or indexicals occurin the contents of thoughts in pure mathematics. The representational content3 + 5 = 8 does not seem to contain demonstratives or indexicals. So it seems tome that the first account is vulnerable if de re attitudes include some thoughts inpure mathematics. The second account is not obviously vulnerable in this regard.
 The spirit of the last paragraph of the paper and its relation to the point justmade is hard for me to judge at this temporal distance. One might take thatspirit to be as follows: The first account of the distinction between de re andde dicto attitudes takes perceptual beliefs to be the paradigm cases. A range offurther cases—perceptual memories, certain historical beliefs, self-ascriptions,and so on—have the relevant features of perceptual beliefs. Beliefs in puremathematics are a further special case. They do not fit the first account. Theydo, however, involve other sorts of not completely conceptual relations betweenattitude and object—sorts other than those involved in perceptual belief. Theycan be included by a looser criterion of the de re/de dicto distinction—that ofthe second epistemic account.
 4 The dialectical point of the second account was not to prejudge the discussion of Kaplan’saccount—hence the reference, in the last paragraph of sec. I, to sec. III. I wanted to give anaccount of what it is to be de re that did not already entail that a content that denoted its objectsnoncontextually, purely by way of context-free concepts, was not ipso facto ruled out from beingde re.
 5 Every nonconceptual element in a propositional representational content is associated witha conceptual or other attributive element. There are no unmodified demonstrative applications inthought. The demonstrative referential elements in the contents of de re attitudes always haveattributive elements that accompany and guide the demonstrative application. All pure indexicalapplications involve an attributive element—e.g. is a time in now. The key point is that they arenot completely conceptual. For a discussion of this point see ‘Five Theses on De Re Attitudes’, forth-coming in a volume edited by Paolo Leonardi, honoring David Kaplan (Oxford: Oxford UniversityPress).
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 This gloss is probably overly generous. As far as I can see, I favor the firstepistemic account in the article without explicit reservations. I do not point outany consequences of the difference between the two accounts in the article. Ido not indicate the special issues that beliefs in pure mathematics raise. I doremember, however, thinking that such beliefs raise special issues that could notbe tackled in the article. And I knew that pure mathematics does not containdemonstratives or indexicals.
 How should we see these matters now? Perceptual beliefs do constituteparadigm cases of de re attitudes. They surely involve demonstrative-like applic-ations. Most of the other clear types of de re attitudes do also. One could draw ade re/de dicto distinction so as to exclude the mathematical cases. Drawing sucha boundary is not obviously mistaken. Nevertheless, it seems to me that there areepistemic kinds that are more general, that include the mathematical cases, andthat can plausibly be associated with the terms ‘de re’ and ‘de dicto’. I think itpotentially fruitful philosophically to try to understand this broader distinction.The second epistemic account I gave, vague as it was, is more useful than thefirst as a guide in this enterprise. So I shall take it that at least some simplearithmetic beliefs are singular de re attitudes. The res are natural numbers. Anexample might be a belief that 3 + 5 = 8.
 It seems to me that certain specifications of representational thought contentsare non-demonstrative and non-indexical, but also yield de re attitudes. In think-ing the thought that snow is white is true, my thought specifies the thought thatsnow is white in the that-clause way. It seems to me that this thinking is de re.Here the de re reference feeds directly off immediate understanding of repres-entational contents, the res. In this respect the case is different from de re beliefsabout the numbers. The numbers are not themselves representational contents.They can be understood only by representing them via representational contents.
 In neither of these cases—reference to numbers or reference to representa-tional contents—is it plausible that there is an application of a demonstrativeor indexical form of representation in the thought contents themselves. In bothcases, it appears that the representational thought contents that carry out thede re reference are completely conceptualized. If attitudes of these two sortsare to be included among de re attitudes, the distinction between de re and dedicto cannot hinge on whether the representational content itself is completelyconceptualized.
 The second epistemic account specifies a not completely conceptual relationto the re. In both of these cases there is a striking relation to a re that goesbeyond merely conceiving of it or forming a concept that represents it. I thinkthat these cases satisfy the condition for being de re set by the second account,but not the condition set by the first.
 Let us first consider the case of that-clause-like reference to representationalcontents. That-clause forms of representation in thought are individual concepts.They are complex structure- and content-specifying concepts when they namewhole representational thought contents. They are simple concepts when they
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 name simple components of the thought contents. Mastery of such an individualconcept, of either sort, requires comprehending the representational content thatthe individual concept names. The ‘not completely conceptual’ relation to are is comprehending the re, not merely conceiving of it. Yet the canonicalway of thinking about the thought content can itself be fully conceptualized.6
 For example, in an attribution of a belief that 3 + 5 = 8, the that-clause wayof thinking of the thought that 3 + 5 = 8 is fully conceptualized. There areno demonstratives or indexicals in the that-clause way of naming the thoughtcontent. This form of de re representation is possible only for res that arethemselves representational contents.
 The canonical concepts for the natural numbers present a somewhat differentcase. In understanding this case, it seems to me fruitful to consider our actualpsychological capacities in thinking about the natural numbers. I think thatreflection on these capacities provides a fruitful basis for explicating what it isto be ‘directly’ or ‘immediately’ related to a re.
 Obviously, complex numeral names are formed from simpler ones. I think thatthe simpler ones are associated with a capacity for immediate, non-inferential,non-computational counting. We have a capacity to count small groups (say,groups of up to about nine) at a glance. We are able to apply the number incounting immediately—non-inferentially through perception. In the arabic sys-tem this immediate applicational capacity is at least approximately associatedwith the non-complexity of the initial canonical names for natural numbers—0,1, 2 … 9. There is psychological evidence that 2 is simple. It is not understood as1 + 1. By contrast, the concept 12 in various contexts is psychologically treatedas compound. The capacity to represent the simplest natural numbers (say, thoseup to about 9) is associated with a perceptual capacity for immediate perceptualapplication in counting. Thus there is a relation to these smaller numbers inaddition to being able to conceive them—being able to apply individual con-cepts of them noninferentially and noncomputationally in counting perceivedgroups.
 Although unlike Frege, I believe that the numerals are primitive, not definedin terms of sets, classes, or extensions, I think that Frege was correct in thinkingof numbers as having a certain second-order status. The equivalences betweencounting with numerals, on one hand, and quantificational expressions that cap-ture the counting of objects falling under predicates, on the other, is so close thatthe relation seems to me to be constitutive.7 The connection suggests a certainsecond-order status for the numbers. Like the operations expressed by quan-tifiers, numbers bear an essential relation to predication. Understanding pure
 6 The issue is discussed in some detail in ‘Frege and the Hierarchy’ and especially in the Postscriptto that article in Truth, Thought, Reason: Essays on Frege (Oxford: Oxford University Press, 2005).
 7 The allusion to the relation between numerals and quantifiers cites the familiar fact that ‘thereare 3 F ’s’ is equivalent to ‘there are F ’s, x , y , and z , which are not identical to one another, andall F ’s are identical to x , y , or z ’.
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 arithmetic requires understanding applications of it in counting. Understanding‘3’ involves understanding ‘there are 3 F’s’, which in turn requires being ableto count the F’s—put them in one–one relation to the numbers up to 3. Beingable to apply a canonical (numeral-like) concept for the number 3 in an imme-diate perceptual way, without carrying out a discursive figuring, seems to me toconstitute a ‘not completely conceptual’ relation to the number. One can apply aconcept of it perceptually and nondiscursively, without conceptual computationor inference.
 Canonical concepts for larger natural numbers are the results of computa-tions on the psychologically simple and immediately applicable (applicable,say, in perception-based counting) canonical representations of smaller num-bers. Canonical concepts for larger numbers are built by simple recursive rulesfrom the simplest ones. Perceptual counting of groups much larger than nineusually involves first factoring the group into smaller groups that can be countedin immediate perceptual apprehension and then adding the numbers numberingthe groups.
 Understanding what larger numbers are derives from this immediate holdon the applicability of the smaller ones. The concept 547 is formed insimple recursive fashion from the simplest canonical natural number con-cepts. It seems to me that insofar as the application of these rules invokesan immediately applicable ‘non-inferential’ computational capacity for com-prehending the larger, more complex names, the process is similar to theformation of complex that-clause-like individual concepts for complex rep-resentational contents, by grammatical rules, from canonical name-like con-cepts for the simple contents. Thus the canonical, complex individual conceptthat writing long papers requires concentration is formed from canonical name-like concepts for the component representational contents (for example, writing)by directly comprehended rules. The canonical individual concept 547 is similar.
 The simpler, canonical, numeral-like individual concepts, those that can beimmediately applied in perception-based counting, are, I think, the source of dere representation of natural numbers. Representation of more complex numbersthrough canonical numeral individual concepts is de re derivatively: Embeddedin the content of a complex numeral individual concept (547) are simple indi-vidual concepts (5, 4, 7) that involve de re application. One may regard thecomplex name as de re. If one does, however, it seems to me a less direct typeof de re relation to the numbers than that involved in the conceptual counterpartsof simple names into which the complex numerals are resolvable.
 What is complex and what is simple may vary with individuals. Psychologyindicates that for most human beings, the immediately graspable numeral namesare very few. They put us in the most direct de re touch only with small naturalnumbers.8
 8 The foregoing view is a slight elaboration and amendment of an account that I give, with con-siderably more detail, in ‘Five Theses on De Re States and Attitudes’. There is a huge psychological
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 The foregoing account of de re representation with canonical individualconcepts for natural numbers depends on a very strict view of what countsas immediate, non-inferential, non-computational representation. The immedi-acy lies in non-inferential, paradigmatically perceptual, application in counting.It also lies in the fact that the simple individual concepts, expressed by thenumerals, are not products but bases of conceptual computations.
 A tenable alternative is to include, as non-derivatively de re, representationwith the more complex numeral concepts, at least until one gets to canonicalrepresentations that require conscious computation, or figuring, for comprehen-sion. The idea is that computation in pure mathematics ultimately comes downto immediate comprehension of canonical names for natural numbers. Whenone has reduced the answer to a mathematical question to a canonical name fora natural number, one is finished, unless one needs to do figuring to compre-hend the name. At that point, one knows which number to cite in answering thequestion—in the most basic sense.
 In an unpublished set of lectures on this topic, Saul Kripke argues for an evenmore liberal conception of (non-derivative) de re representation of numbers. Heholds that any belief involving the conceptual counterparts of numerals is dere. So beliefs involving hugely long numerical concepts, expressed with theconceptual counterparts of arabic numerals, will be de re. The intuitive idea isthat if one has an arabic numeral as a name of a number, it does not make senseto think, the number is a , but which number is that? (where ‘a’ stands in for thearabic numeral). This very liberal view seems to me also a tenable position. Itlocates the de re/de dicto distinction more in a conscious, commonsense view ofthe end point of questions than in the more theoretical notion of psychologicallyand epistemically immediate, non-inferential types of representation.
 It does seem to me that Kripke’s very liberal conception is fragile, even onits own terms. The underlined question can make intuitive sense with extremelylong arabic numerals. One needs to do some figuring, calculating, grouping, orsimplifying of a thirty-seven-figure numerical name to grasp which number itnames.
 If one allows evidence from psychology, not merely conscious introspectiveevidence, I believe that this point can be made to apply even to much smal-ler numerals (e.g. to ‘547’). The calculation is so quick psychologically that
 literature on animal psychology and human developmental psychology of mental representation rel-evant to counting and measuring. Issues regarding the relations among different numerically relevantcapacities, perceptual and conceptual, are very complex. I am avoiding any precise commitments inthis work. In particular, nothing hangs on my writing as if 9 is at the boundary between the simpleand complex for both application and conceptual understanding. The example is meant merely tobe illustrative and evocative. The general direction of the psychological research seems to me inline with the view that I outline. But I regard the details of the view as inevitably open to empiricalspecification and refinement. In further work, I hope to discuss in more detail what is known aboutthe psychology of number representation. For an overview and sample, see Stanislas Dehaene, TheNumber Sense (New York: Oxford University Press, 1997); and idem, ‘Precis of The Number Sense’,Mind and Language, 16 (2001), 16–36.
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 we do not notice it. But it is part of the psychology of understanding and ofrepresentation, nevertheless. Asking ‘Which number is 547?’ does make sensefrom this perspective. This consideration points back to the very strict concep-tion of de re immediacy that I first outlined above (and employ in ‘Five Theseson De Re States and Attitudes’). My explication of de re mathematical conceptstakes seriously the approximate coincidence of the notion of the starting pointsfor calculation with the starting points for non-inferential (say, perception-based)mathematical applications in counting.
 A variety of different conceptions of what constitutes de re representation inmathematics seem to me to be tenable. What is important is investigation of thedifferent epistemic types, not fixing the meaning of the traditional expression‘de re’. The very strict construal of that term, however, retains some attractionfor me.
 I have discussed two types of de re representation for abstract res. The keyidea for both canonical concepts for representational content and canonical con-cepts for natural numbers is an un-Kantian one. The idea is that individualconcepts are among the effectors of de re attitudes.9 The epistemic immediacythat is a hallmark of de re reference need not require context dependence, muchless perceiving the re.
 None of the relevant individual concepts are descriptive. That-clauses donot describe the representational contents that they specify. Numerals do notdescribe numbers. Certainly, the non-complex numerals (1, 2 … 9) do not. Bothof these types of de re representation are associated with special immediate,non-descriptive powers—understanding and immediate perceptual applicability.
 9 Kant thought that basic (in effect, de re) singular representation is effected only by a nonconcep-tual capacity, intuition. The present view allows basic, de re, singular representation to be effectedby individual concepts, as long as these concepts are associated with some further appropriate rela-tion to the re beyond merely conceiving it. Kant did not discuss canonical that-clause representationof representational contents (backed by understanding the re, the represented contents). Perhaps hewould have rejected the idea that such contents are res. Kant does discuss basic representation ofnumbers. He sees such representation as derivatively de re, but grounded in de re representation oftime through a nonconceptual capacity—pure sensible intuition. My view is un-Kantian in that thesemantics of de re singular reference in pure arithmetic is purely conceptual—through individu-al concepts for the natural numbers. I am inclined to believe that the individual concepts for thenumbers are primitively singular. They are not covertly attributive. Kant rejected the very notionof individual concepts. Cf. Charles Parsons, ‘The Transcendental Aesthetic’, in Paul Guyer (ed.),The Cambridge Companion to Kant, (Cambridge: Cambridge University Press, 1992), esp. 63–66,82. Cf. also my ‘Frege on Apriority’, in P. Boghossian and C. Peacocke (eds.), New Essays on theApriori (Oxford: Oxford University Press, 2000), repr. in my Truth, Thought, Reason, esp. sec. V.
 Nevertheless, there is in my position an echo of Kant’s view that de re conception of the numbersmust be ‘grounded’ in some capacity that goes beyond merely conceiving of them. De re repres-entation of the numbers is essentially associated with non-inferential counting, for example throughperception. Moreover, as the discussion of sec. II of ‘Belief De Re’ in sec. IV of this Postscriptindicates, I believe that all representation requires, as an enabling condition, a capacity for a subsetof de re representation—de re representation that effects a nonconceptual application of represent-ation to subject matter. This is a Kantian thesis, and may capture some of what Kant wanted in hisrequirement that all representation of objects be grounded in a nonconceptual capacity—intuition.
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 These powers are not completely conceptual, in that they involve a relation tothe re that goes beyond its merely being conceived.
 To review: the second epistemic account of de re attitudes in ‘Belief DeRe’ takes de re representation to be referentially successful representation thatinvolves an appropriate ‘not completely conceptual’ relation to a re. As I haveelaborated this account, it grants that in canonical specifications of representa-tional content or the natural numbers, the representational contents themselvesare completely conceptualized. The representational contents are supplementedby a not completely conceptual relation to the re. The epistemic relation to thecanonically named representational contents through understanding the contentsis one such relation: We understand the referent as well as conceive of it. Per-ceptually immediate applicability of the smaller natural numbers is another: Weapply the individual concept for the re immediately in perception, as well asmerely conceive of the re. All types of de re representation on this conceptionare marked by a direct, epistemically basic relation to the re that goes beyondmerely conceiving of it.
 III
 I want now to discuss one matter that is somewhat obscured in the semi-technical presentation in ‘Belief De Re’. This matter is crucial for understandingthe paradigm cases of de re belief. The paradigm cases are those that havea demonstrative or indexical element in the representational thought content.I want to discuss the nature of the relevant representational contents. Whatis it for a propositional representational content to be incompletely concep-tualized?
 I have heard interpretations of the paper according to which there is a ‘hole’in the representational aspects of the proposition, where the hole correspondsto the object (which completes the proposition). I regard these interpretationsas rather silly. But my exposition is partly at fault. In the formalizations of therepresentational contents of the relevant de re beliefs, I formalized the demon-strative or indexical elements as free variables. This formalization may havemade it puzzling how the representational contents could in themselves havea truth-value. For open sentences are true of or false of objects, but they arenot strictly true or false. One might think that one needs the objects them-selves to fill out what is thought in such a way as to make the thought true orfalse. I did associate the de re representational contents with objects, the re. Iclearly indicated, however, that I was not thinking of the contents as havingobjects ‘in the proposition’, in what is thought, a la Russell. The contents arerepresentational contents through and through. The propositional attitudes areincompletely conceptualized, but they indicate individuals in a way that makesthem and their representational contents true or false—not just true-of or false-ofobjects.
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 Certainly I was thinking too much in terms of formalization and not enough inpsychological terms. I expected the talk of free variables to be more informativethan it was. Let me say a bit more about free variables. Open sentences are, ofcourse, in themselves neither true nor false. But open sentences can be used orinterpreted in such a way as to take on truth or falsity. There are two ways inwhich they can be thus used or interpreted. One is equivalent to universal quan-tification on the variable. The other occurs in interpretations of open sentencesto form a particular model, assigning particular objects in a domain of discourseto the free variables. I was thinking of this second use.
 My idea was that in actual de re beliefs the free variables, the formal counter-parts of demonstratives and indexicals, are contextually applied, or ‘assigned’,to an object by the believer. The application or assigning is part of the full rep-resentational thought content. The demonstrative or indexical as a type cannotfix a referent. It needs an application. Applications are individuated in terms oftoken acts or events. Ordinary attributions of de re beliefs do not specificallyrefer to such applications, but they presume that they are there.
 This idea guides the discussion of deictic uses of demonstratives in sections Iand II and the discussion of free variables as representing applied demonstratives(or indexicals) in the fourth to last paragraph of the paper. I wrote, ‘The freevariables do no more than indicate the not purely conceptual character of thesemeans of identification and mark differences in the contexts in which they areapplied.’ Thus, in addition to the demonstrative or indexical type, marked bythe free variable type, there is an application of the demonstrative analog, orindexical analog, in the believer’s thought. Applications are individuated in termsof actual occurrent mental events or acts. Applications are the non-conceptualelements in the propositional representational contents of the relevant de reattitudes. These points are developed in greater detail in other papers.10
 Beliefs are true or false, not merely neutrally true of some objects and falseof others. The aspect of a belief that is true or false is its representationalcontent. For a representational content that contains analogs of demonstrativesor indexicals to be true or false, the analogs must be applied in a context. Soin understanding the relevant representational contents, one must consider thedemonstrative or indexical type and its contextual application. These two mustbe distinguished from one another and from any attributive (the ‘F’ in ‘that F’)that modifies the demonstrative or indexical and that guides its application.
 10 Aspects of applications (and my use of free variables) are also discussed in ‘Reference andProper Names’, The Journal of Philosophy, 70 (1973), 425–439; ‘Demonstrative Constructions, Ref-erence, and Truth’, The Journal of Philosophy, 71 (1974), 205–223; ‘Kaplan, Quine, and SuspendedBelief ’, Philosophical Studies, 31 (1977), 197–203 (Ch. 2 in this volume); ‘Russell’s Problem andIntentional Identity’; ‘Vision and Intentional Content’, in E. Lepore and R. Van Gulick (eds.), JohnSearle and his Critics (Oxford: Basil Blackwell, 1991); and ‘Five Theses on De Re States andAttitudes’. The notion of application in ‘Belief De Re’ is the psychological analog of the notionof a linguistic act of reference discussed in the first two articles cited above. Through reflectionon perception, I have come to believe that not all applications are acts. But all are individuated interms of occurrences, some of which are acts.
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 A second general consideration supports recognition of applications. Inso-far as the beliefs single out a re, there must be a singular element in therepresentational content that does the job. Individuals cannot think (or perceive)objects neat. They must think of them from a perspective—‘intentionally’ orrepresentationally. General arguments, discussed in the last section of ‘BeliefDe Re’, show that individuals cannot always single out objects in context-freeways. So they must do so in context-dependent ways. Context-dependent typesof reference or representation cannot do the job by themselves. Demonstratives,indexicals, and their analogs as types single out no objects at all. The types mustbe associated with some instantiation, occurrence, or act, in a context, to suc-ceed in representing a re. So a full account of the representational content of therelevant thoughts must make a place for the mental instantiations, occurrences,or acts that point context-dependent types, or context-dependent mental abilit-ies, to particular res. These occurrences or acts are part of the representationalcontent that is evaluated for successful or unsuccessful reference, for truth orfalsity. A fundamental idea of the article is that representational contents includeoccurrent applications.
 IV
 Section II of ‘Belief De Re’ contains three general arguments, or argumentsketches, that are meant to make plausible a necessary and central role for dere attitudes in thought and language. I see these arguments as prefiguring anti-individualism. I think of the second of them as the most broadly interestingfeature of the paper.
 The argument that de re attitudes are necessary for learning language is anadaptation of Quine’s point that learning language depends on learning occasionsentences. Occasion sentences are roughly context-dependent sentences, whosetruth- and assertability-values vary over relatively short periods of time.11 Ireasoned that such sentences’ meaning has to be associated with some trueperceptual beliefs about the immediate surroundings, and that perceptual beliefsare, and must be, de re. This little argument still seems to me sound.
 The second argument, really an argument sketch, is for the conclusion that dere attitudes are necessary for having any propositional attitudes at all. This argu-ment is much more ambitious than the first.12 The idea of the argument is that to
 11 W. V. Quine, Word and Object (Cambridge, Mass.: MIT Press, 1960), chs. 1 and 2. P. F.Strawson made a similar point earlier in ‘Singular Terms, Ontology and Identity’, Mind, 65 (1956),433–454; but I believe that I first got the point from Quine.
 12 I want to criticize in this note some of the formulations in the argument sketch in ‘BeliefDe Re’. Initially I argue in terms of whether we would attribute propositional attitudes under thisor that condition. I also discuss evidence or indication of an ability needed to attribute attitudes.Attribution and evidence are not the heart of the matter. I think I knew better at the time, and thelater formulations in the same argument tend to drop these elements. I lapsed into evidential ways of
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 have attitudes with definite content, an individual must have some supplementarycapacity, beyond that of a general conceptual ability to think about the subjectmatter, to connect the contents to what they are about. The ability can be causal-perceptual or causal-practical. For a robot to have (autonomous) propositionalcontent, it would have to have either perceptual abilities, or practical abilitiesto do something for itself. (I think that both are required.) Such abilities wouldentail having de re attitudes. So a condition on having attitudes in pure math-ematics is an ability to apply it, or at any rate to be able to apply other attitudesin perceptual or practical de re ways.
 The argument does not specifically require that the capacities to con-nect contents to what they are about be empirical capacities. The obviouscases—perceptual abilities and abilities to act in the empirical world—are cer-tainly empirical. I left open whether there are non-empirical capacities—forexample, in the exercise of memory of one’s own thoughts—that determine athought/subject-matter relation. Since we lack Platonic vision of mathematicalor other abstract entities, pure mathematics almost surely requires supplementalsingular abilities if it is to have genuine, autonomous, representational content.
 Both pure arithmetic and canonical (that-clause-like) specifications of repres-entational content are plausibly second-order enterprises. They hinge on relationsto first-order representations. De re relations to the numbers hinge on further dere relations to objects that one counts with the numbers. The perception-basedcounting is a necessary condition for both the de re relations to the numbersand the comprehension of pure mathematics. De re relations to representation-al contents through that-clause-like specifications hinge on comprehending therepresentational contents thus specified. Such comprehension depends on furtherde re relations to res at the first-order level. So having de re attitudes at thefirst-order level, presumably involving demonstrative or indexical applications,is necessary for having any conceptual content at all. These first-order content-giving abilities involve the ‘appropriate not completely conceptual relations toa re’ that are the mark of de re attitudes. As I have intimated, I am inclinedto believe that the relevant first-order abilities are marked by representationalcontent that is not completely conceptualized. So I think that the subset of de recapacities that are characterized by the first epistemic account of the de re/dedicto distinction underlie and make possible the larger set of de re capacitiescharacterized by the second epistemic account.
 discussing the matter because they were concrete, and probably because straight out ‘transcendental’arguments for conditions on the possibility of having some capacity were at the time foreign. Theseformulations suggest some sort of verificationism that I certainly never held. I believe that it isfairly easy to reformulate what I wrote in such a way as to avoid these formulations. Some of theformulations in the article in terms of abilities an individual must have in order to have propositionalattitudes already did so. The argument also waivers between talking purely about propositionalattitudes and talking about language use, perhaps in thought. Here is another area where I wouldmake a sharper distinction between discussions of language and discussion of mind—if only tomake clear that the argument applies to beings that have propositional attitudes but lack language.
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 I do not regard the main idea of this argument as self-evident. The main ideais that ‘correlational’ abilities are a necessary condition on having states or atti-tudes with propositional representational content. Propositional representationalcontent necessarily includes conceptual content. Concepts are just the standingor ability-general elements in propositional contents. To have states or attitudeswith propositional or conceptual content, an individual must have a capacity thatsupplements mere conceiving of a subject matter. The supplementary capacitymust connect at least some concepts—that mark general abilities—to a subjectmatter by some further occurrent, non-conceptual, non-attributional represent-ational means.13 It does so through non-attributional applications. Aboutnessis fundamentally and constitutively dependent on such ‘correlational’ connec-tions in use. I think it plausible that the connection must be through actionor perception. Although I do not find this idea self-evident, I think it power-ful, plausible, unifying, and foundational. I continue to think it a good andfruitful one.
 This argument and its key idea provided a framework for anti-individualism.The idea, again, is that successful correlational, nonconceptual, representationalabilities must support conceptual abilities. This idea is a short step from theidea that non-representational relations must support representational abilities.For the key nonconceptual abilities, the events or acts of application, dependon context and on causal relations to their objects of reference for their successin representation. Thus the key idea of a dependence of representation on non-representational relations to a wider reality is implicit in the main argument of‘Belief De Re’.
 A further key idea of anti-individualism is, however, still missing. This is theidea that the specific conceptual aspects of propositional attitudes (and specificattributional aspects of perceptual and other lower-level representational states)depend on non-representational relations to specific aspects of the wider reality.The specific conceptual contents of an individual’s attitudes partly depend, incomplex ways, on specific features of that reality.
 The third, and last, argument in section II of ‘Belief De Re’ is that havingjustified (warranted) empirical beliefs, hence having knowledge, requires hav-ing de re beliefs. Although it is a near corollary of the main argument (thesecond argument), it can stand on its own. The hard cases for the main argu-ment are non-empirical attitudes. Apart from these cases, the main argumentwould be relatively uncontroversial. The addition of the idea of justification orwarrant seems to me also relatively uncontroversial: Warrant attaches to statesor capacities. Empirical warrant derives from perceptual or other sensory-based
 13 I now think that the argument generalizes further. A condition on having any representationalcontent at all, perceptual or conceptual, is that one have de re perceptual or conceptual states. Thispoint can be made with slightly finer grain. I believe that there are perceptual as well as conceptualattributives. (Cf. ‘Five Theses on De Re States and Attitudes’.) To have states with attributiverepresentational contents, one must have states that include de re applicational contents.
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 beliefs. Since such beliefs are clearly de re, the corollary really should not becontroversial, or specially interesting.
 V
 I will say only little about the remaining elements of the paper. I remain opposedto reducing de re to de dicto, of course. Thus I resist reducing the epistemologyof propositional attitudes to the epistemology of conceptualization. As I pointedout, this resistance is closely associated with the deep changes in our understand-ing of linguistic reference brought about by Kripke, Putnam, and Donnellan. Butit also has a history in the more epistemically oriented conceptions of Russelland Kant.
 I have elaborated the discussion of Frege elsewhere.14 I continue to believein the distinction among three theoretical functions for his conception of sense.
 One idea in this discussion seems to me undeveloped, but still worthy ofdevelopment. It is an idea about the relation between what is normally attrib-uted in the language, even in uses of ordinary language geared to describingpropositional attitudes, and what the actual representational contents of an indi-vidual’s attitudes are. I distinguished sense3 —what is attributed in obliqueor non-extensional occurrences in attributions of propositional attitudes—fromsense1 —the way of thinking or cognitive value that a thinker associates with anexpression. I suggested that sense3 is coarser-grained than sense1. That is, whatis attributed will often be less specific or fine-grained than the actual way ofthinking engaged in by the individual thinker to whom the attitude is attributed.This is so even for correct oblique occurrences in propositional attitude attri-bution whose purpose is to describe propositional attitudes as fully as ordinarycommunicational conditions will allow. What is easily and conventionally attrib-utable as a way of thinking may be unexceptionable as far as it goes. Yet it mayfall short of capturing the individual’s way of thinking. It may be somethingcommon to a class of ways of thinking, which nevertheless is different fromanother class of ways of thinking about the same object, property, or relation.
 The discussion of this issue in ‘Belief De Re’ centers mostly on propernames. I find this discussion on the right track, but rather inconclusive. Thesimple point is that the attribution of names in propositional attitudes can beexpected sometimes to do more than name the bearer. It may attribute to theindividual a way of thinking that involves the name. Although the individual’sway of thinking may involve the same name (or a contextually appropriatetranslation of the name) together with some mental file for the name, the publicattribution may fail to convey essential specific aspects in the file. Those areoften matters that are not easily publicly accessible, or of any special public
 14 Cf. the Introduction to Truth, Thought, Reason, 29–59. This passage in the last section of‘Belief De Re’ was my first published interpretative work on Frege.
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 use. Still, they may be basic to the representational content of the individual’spsychology. Scientific attributions may have to be more specific than anythingnatural language bothers with, if the attributions are to correctly type-identifythe individual psychological states, for explanatory purposes.
 The point applies more obviously to predicational elements. Suppose that Icorrectly attribute to Al the occurrent perceptual belief that that square block isblue. Al’s way of thinking about squareness incorporates a specific perceptualangle on the squareness, representing it from one of many possible perceptualangles in one of many possible perceptual ways. There is no attempt to expressor capture the specific way that Al thinks about squareness (or blueness, orblockness). The attribution may, however, be intended to convey that Al’s rep-resentational belief content contains a representational content that entails thatit applies to squareness if to anything. It is understood that Al somehow thinksof something as square. Thus the attribution may be intended to be more spe-cific about how Al thought about the block than an attribution of the form:Al believes that that block with the property that Uncle Harry liked most isblue—even assuming that being square is the property that Uncle Harry likedmost. Thus the ascription is intended not to allow free exchange of coextensionalexpressions; but it is not intended to specify exactly how Al thought (sense1).It is intended to narrow down Al’s way of thinking to a class of concepts ofsquareness as squareness. I believe that such usage is one standard usage inattributions of propositional attitudes.
 I believe that the view of ‘meaning’ as having a number of differenttypes—sense1, sense3, conventional linguistic meaning—remains attractive. Ithink that if it were more widely adopted, some of the impasses and ruts thathave marked disputes over what is in semantics and what is not would beavoided.
 What chiefly interests me is the representational content that correspondsto sense1. This notion derives from Frege. Frege’s insight into the structureand general character of thought was profound. But he provided relatively littleinsight into de re phenomena. Russell’s general epistemology in terms of infal-lible and perspective-free acquaintance is, I think, hopeless. Kant’s specificaccount of the epistemology of arithmetic in terms of pure sensible intuitionis implausible. But their fascination with de re phenomena showed an instinctfor an element in mental representation, and the epistemic roots of knowledgeand understanding, that is of enduring importance.
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 It is fairly uncontroversial, I think, that we can conceive a person’s behaviorand behavioral dispositions, his physical acts and states, his qualitative feelsand fields (all non-intentionally described) as remaining fixed, while his mentalattitudes of a certain kind—his de re attitudes—vary.1 Thus we can imagineAlfred’s believing of apple 1 that it is wholesome, and holding a true belief.Without altering Alfred’s dispositions, subjective experiences, and so forth, wecan imagine having substituted an identically appearing but internally rottenapple 2. In such a case, Alfred’s belief differs, while his behavioral dispositions,inner causal states, and qualitative experiences remain constant.
 This sort of point is important for understanding mentalistic notions andtheir role in our cognitive lives. But, taken by itself, it tells us nothing veryinteresting about mental states. For it is easy (and I think appropriate) to phrasethe point so as to strip it of immediate philosophical excitement. We may saythat Alfred has the same belief content in both situations.2 It is just that he
 1 It is difficult to avoid at least a limited amount of philosophical jargon in discussing this subject.Since much of this jargon is subjected to a variety of uses and abuses, I will try to give brief explica-tions of the most important special terms as they arise. An ordinary-language discourse is intentionalif it contains oblique occurrences of expressions. (Traditionally, the term ‘intentional’ is limited tomentalistic discourse containing obliquely occurring expressions, but we can ignore this fine point.)An oblique (sometimes ‘indirect’ and, less appropriately, ‘opaque’ or ‘non-transparent’) occurrenceof an expression is one on which either substitution of coextensive expressions may affect the truth-value of the whole containing sentence, or existential generalization is not a straightforwardly validtransformation. For example, ‘Al believes that many masts are made of aluminum’ is intentionaldiscourse (as we are reading the sentence) because ‘aluminum’ occurs obliquely. If one substituted‘the thirteenth element in the periodic table’ for ‘aluminum’ one might alter the truth-value of thecontaining sentence.
 The characterization of de re attitudes (sometimes ‘relational attitudes’) is at bottom a complexand controversial matter. For a detailed discussion, see my “Belief De Re” (Ch. 3 above), esp.sec. I. For present purposes, we shall say that de re attitudes are those where the subject or personis unavoidably characterized as being in a not-purely-conceptual, contextual relation to an object(re), of which he holds his attitude. Typically, though not always, a term or quantified pronoun innon-oblique position will denote the object, and the person having the attitude will be said to believe(think, etc.) that object to be ϕ (where ‘ϕ’ stands for oblique occurrences of predicative expressions).De re attitudes may equivalently, and equally well, be characterized as those whose content involvesan ineliminable indexical element which is applied to some entity. De dicto attitudes (sometimes‘notional attitudes’) are those that are not de re.
 2 An attitude content is the semantical value associated with oblique occurrences of expressionsin attributions of propositional attitudes. Actually, there may be more to the content than what is
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 would be making contextually different applications of that content to differententities. His belief is true of apple 1 and false of apple 2. The nature of hismental state is the same. He simply bears different relations to his environment.We do say in ordinary language that one belief is true and the other is false. Butthis is just another way of saying that what he believes is true of the first appleand would be false of the second. We may call these relational beliefs differentbeliefs if we want. But differences among such relational beliefs do not entaildifferences among mental states or contents, as these have traditionally beenviewed.
 This deflationary interpretation seems to me to be correct. But it suggests anoversimplified picture of the relation between a person’s mental states or eventsand public or external objects and events. It suggests that it is possible to sep-arate rather neatly what aspects of propositional attitudes depend on the personholding the attitudes and what aspects derive from matters external. There isno difference in the obliquely occurring expressions in the content clauses weattribute to Alfred. It is these sorts of expressions that carry the load in charac-terizing the individual’s mental states and processes. So it might be thought thatwe could explicate such states and processes by training our philosophical atten-tion purely on the individual subject, explicating the differences in the physicalobjects that his content applies to in terms of facts about his environment.
 To present the view from a different angle: de re belief attributions are fun-damentally predicational. They consist in applying or relating an incompletelyinterpreted content clause, an open sentence, to an object or sequence of objects,which in effect completes the interpretation. What objects these open sentencesapply to may vary with context. But, according to the picture, it remains possibleto divide off contextual or environmental elements represented in the propos-itional attitude attributions from more specifically mentalistic elements. Onlythe constant features of the predication represent the latter. And the specificallymental features of the propositional attitude can, according to this picture, beunderstood purely in individualistic terms—in terms of the subject’s internalacts and skills, his internal causal and functional relations, his surface stimula-tions, his behavior and behavioral dispositions, and his qualitative experiences,all non-intentionally characterized and specified without regard to the nature ofhis social or physical environment.
 The aim of this paper is to bring out part of what is wrong with this picture andto make some suggestions about the complex relation between a person’s mentalstates and his environment. Through a discussion of certain elements of Putnam’stwin-earth examples, I shall try to characterize ways in which identifying a
 attributed, but I shall be ignoring this point in order not to complicate the discussion unduly. Thusthe content is, roughly speaking, the conceptual aspect of what a person believes or thinks. If weexclude the res in de re attitudes, we may say that the content is what a person believes (thinks,etc.) in de re or de dicto attitudes. We remain neutral here about what, ontologically speaking,contents are.
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 person’s mental states depends on the nature of his physical environment—oron specification, by his fellows, of the nature of that environment.3
 Before entering into the details of Putnam’s thought experiment, I want tosketch the general position that I shall be defending. What is right and what iswrong in the viewpoint I set out in the third and fourth paragraphs of this paper?I have already given some indication of what seems right: individual entitiesreferred to by transparently occurring expressions, and, more generally, entities(however referred to or characterized) of which a person holds his beliefs donot in general play a direct role in characterizing the nature of the person’smental state or event. The difference between apples 1 and 2 does not bearon Alfred’s mind in any sense that would immediately affect explanation ofAlfred’s behavior or assessment of the rationality of his mental activity. Iden-tities of and differences among physical objects are crucial to these enterprisesonly insofar as those identities and differences affect Alfred’s way of viewingsuch objects.4 Moreover, it seems unexceptionable to claim that the obliquelyoccurring expressions in propositional attitude attributions are critical for char-acterizing a given person’s mental state. Such occurrences are the stuff of whichexplanations of his actions and assessments of his rationality are made.
 What I reject is the view that mental states and processes individuated by suchobliquely occurring expressions can be understood (or “accounted for”) purely interms of non-intentional characterizations of the individual subject’s acts, skills,dispositions, physical states, “functional states”, and the effects of environmentalstimuli on him, without regard to the nature of his physical environment or theactivities of his fellows.5
 In ‘Individualism and the Mental’ (Chapter 5 below) I presented a thoughtexperiment in which one fixed non-intentional, individualistic descriptions of thephysical, behavioral, phenomenalistic, and (on most formulations) functional his-tories of an individual. By varying the uses of words in his linguistic community,I found that the contents of his propositional attitudes varied.6 I shall draw aparallel conclusion from Putnam’s twin-earth thought experiment: We can fixan individual’s physical, behavioral, phenomenalistic, and (on some formula-tions) functional histories; by varying the physical environment, one finds that
 3 Hilary Putnam, “The Meaning of ‘Meaning,’ ” repr. in Philosophical Papers, in (Cambridge:Cambridge University Press, 1975), to which page numbers refer.
 4 This point is entirely analogous to the familiar point that knowing is not a mental state. Forknowledge depends not only on one’s mental state, but on whether its content is true. The pointabove about indexicals and mental states is the analog for predication of this traditional point aboutthe relation between the mind and (complete) propositions. Neither the truth or falsity of a contentnor the ‘truth-of-ness’ or ‘false-of-ness’ of a content, nor the entities a content is true of, entersdirectly into the individuation of a mental state. For more discussion of these points, see Burge,sec. IId.
 5 This rejection is logically independent of rejecting the view that the intentional can be accountedfor in terms of the non-intentional. I reject this view also. But here is not the place to discuss it.
 6 Much of the present paper constitutes an elaboration of remarks in ‘Individualism and theMental’, note 2.
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 the contents of his propositional attitudes vary. It is to be re-emphasized that thevariations in propositional attitudes envisaged are not exhausted by variationsin the entities to which individuals’ mental contents are related. The contentsthemselves vary. At any rate, I shall so argue.
 I
 In Putnam’s thought experiment, we are to conceive of a near duplicate of ourplanet Earth, called ‘Twin-Earth’. Except for certain features about to be noted(and necessary consequences of these features), Twin-Earth duplicates Earth inevery detail. The physical environments look and largely are the same. Manyof the inhabitants of one planet have duplicate counterparts on the other, withduplicate macro-physical, experiential, and dispositional histories.
 One key difference between the two planets is that the liquid on Twin-Earththat runs in rivers and faucets, and is called ‘water’ by those who speak whatis called ‘English’ is not H2O, but a different liquid with a radically differ-ent chemical formula, XYZ. I think it natural and obviously correct to say,with Putnam, that the stuff that runs in rivers and faucets on Twin-Earth isthus not water. I shall not argue for this view, because it is pretty obvious,pretty widely shared, and stronger than arguments that might be or have beenbrought to buttress it. I will just assume that XYZ is not water of any sort.Water is H2O. What the Twin-Earthians call ‘water’ is XYZ. In translating intoEnglish occurrences of ‘water’ in the mouths of Twin-Earthians, we would dobest to coin a new non-scientific word (say, ‘twater’), explicated as applyingto stuff that looks and tastes like water, but with a fundamentally differentchemistry.
 It is worth bearing in mind that the thought experiment might apply to anyrelatively non-theoretical natural kind word. One need not choose an expressionas central to our everyday lives as ‘water’ is. For example, we could (as Putnamin effect suggests) imagine the relevant difference between Earth and Twin-Earthto involve the application of ‘aluminum’ or ‘elm’, or ‘mackerel’.7
 A second key difference between Earth and Twin-Earth—as we shall discussthe case—is that the scientific community on Earth has determined that thechemical structure of water is H2O, whereas the scientific community on Twin-Earth knows that the structure of twater is XYZ. These pieces of knowledgehave spread into the respective lay communities, but have not saturated them.In particular, there are numerous scattered individuals on Earth and Twin-Earthuntouched by the scientific developments. It is these latter individuals who haveduplicate counterparts.
 7 Anyone who wishes to resist our conclusions merely by claiming that XYZ is water will have tomake parallel claims for aluminum, helium, and so forth. Such claims, I think, would be completelyimplausible.
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 We now suppose that Adam is an English speaker and that Adam te is hiscounterpart on Twin-Earth. Neither knows the chemical properties of what hecalls ‘water’. This gap in their knowledge is probably not atypical of uneducatedmembers of their communities.8 But similar gaps are clearly to be expected ofusers of terms like ‘aluminum’, ‘elm’, ‘mackerel’. (Perhaps not in the case ofwater, but in the other cases, we could even imagine that Adam and Adam te
 have no clear idea of what the relevant entities in their respective environmentslook like or how they feel, smell, or taste.) We further suppose that both havethe same qualitative perceptual intake and qualitative streams of consciousness,the same movements, the same behavioral dispositions and inner functionalstates (non-intentionally and individualistically described). Insofar as they donot ingest, say, aluminum or its counterpart, we might even fix their physicalstates as identical.
 When Adam says or consciously thinks the words, ‘There is some waterwithin twenty miles, I hope,’ Adam te says or consciously thinks the same wordforms. But there are differences. As Putnam in effect points out, Adam’s occur-rences of ‘water’ apply to water and mean water, whereas Adam te’s apply totwater and mean twater. And, as Putnam does not note, the differences affectoblique occurrences in ‘that’-clauses that provide the contents of their mentalstates and events. Adam hopes that there is some water (oblique occurrence)within twenty miles. Adam te hopes that there is some twater within twentymiles. That is, even as we suppose that ‘water’ and ‘twater’ are not logicallyexchangeable with coextensive expressions salva veritate, we have a differencebetween their thoughts (thought contents).
 Laying aside the indexical implicit in ‘within twenty miles’, the propositionalattitudes involved are not even de re. But I need not argue this point. Someonemight wish to claim that these are de re attitudes about the relevant proper-ties —of water (being water? waterhood?) in one case and of twater (etc.) in theother. I need not dispute this claim here. It is enough to note that even if therelevant sentences relate Adam and his counterpart to res, those sentences alsospecify how Adam and Adam te think about the res. In the sentence applied toAdam, ‘water’ is, by hypothesis, not exchangeable with coextensive expressions.It is not exchangeable with ‘H2O’, or with ‘liquid which covers two-thirds ofthe face of the earth’, or with ‘liquid said by the Bible to flow from a rock whenMoses struck it with a rod’. ‘Water’ occurs obliquely in the relevant attribution.And it is expressions in oblique occurrence that play the role of specifying aperson’s mental contents, what his thoughts are.
 8 I am omitting a significant extension of Putnam’s ideas. Putnam considers “rolling back theclock” to a time when everyone in each community would be as ignorant of the structure of waterand twater as Adam and Adam te are now. I omit this element from the thought experiment, partlybecause arriving at a reasonable interpretation of this case is more complicated and partly becauseit is not necessary for my primary purposes. Thus, as far as we are concerned, one is free to seedifferences in Adam’s and Adam te’s mental states as deriving necessarily from differences in theactions and attitudes of other members in their respective communities.
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 In sum, mental states and events like beliefs and thoughts are individuatedpartly by reference to the constant, or obliquely occurring, elements in contentclauses. But the contents of Adam’s and Adam te’s beliefs and thoughts differwhile every feature of their non-intentionally and individualistically describedphysical, behavioral, dispositional, and phenomenal histories remains the same.Exact identity of physical states is implausible in the case of water. But thispoint is irrelevant to the force of the example—and could be circumvented byusing a word, such as ‘aluminum’, ‘elm’, etc., that does not apply to somethingAdam ingests. The difference in their mental states and events seems to be aproduct primarily of differences in their physical environments, mediated bydifferences in their social environments—in the mental states of their fellowsand conventional meanings of words they and their fellows employ.
 II
 The preceding argument and its conclusion are not to be found in Putnam’spaper. Indeed, the conclusion appears to be incompatible with some of what hesays. For example, Putnam interprets the difference between earth and twin-earthuses of ‘water’ purely as a difference in extension. And he states that the rel-evant Earthian and Twin-Earthian are ‘exact duplicates in … feelings, thoughts,interior monologue etc.’a On our version of the argument, the two are in nosense exact duplicates in their thoughts. The differences show up in obliqueoccurrences in true attributions of propositional attitudes. I shall not speculateabout why Putnam did not draw a conclusion so close to the source of his mainargument. Instead, I will criticize aspects of his discussion that tend to obscurethe conclusion (and have certainly done so for others).
 Chief among these aspects is the claim that natural kind words like ‘water’are indexical (pp. 229–235). This view tends to suggest that earth and twin-earthoccurrences of ‘water’ can be assimilated simply to occurrences of indexi-cal expressions like ‘this’ or ‘I’. Adam’s and Adam te’s propositional attitudeswould then be further examples of the kind of de re attitudes mentioned at theoutset of this paper. Their contents would be the same, but would be applied todifferent res.9 If this were so, it might appear that there would remain a con-venient and natural means of segregating those features of propositional attitudes
 a Putnam, “The Meaning of ‘Meaning’ ”, in Philosophical Papers, ii. 224. Subsequent pagenumbers of this article are given parenthetically in the text.
 9 This view and the one described in the following sentence were anticipated and “Individualismand the Mental”, criticized in Burge, sec. IId and note 2. Both views have been adopted by JerryFodor ‘Methodological Solipsism Considered as a Research strategy in Cognitive Psychology, TheBehavioral and Brain Sciences, 3 (1980) 63–73. I believe that these views have been informally heldby various others. Colin McGinn, (“Charity, interpretation and Belief ”, The Journal of Philosophy,74 (1977), 521–535), criticizes Putnam (correctly, I think) for not extending his theses about meaningto propositional attitudes. But McGinn’s argument is limited to claiming that the res in relationalpropositional attitudes differ between Earth and Twin-Earth and that these res enter into individuating
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 that derive from the nature of a person’s social and physical context, on onehand, from those features that derive from the organism’s nature, and palpableeffects of the environment on it, on the other. The trouble is that there is noappropriate sense in which natural kind terms like ‘water’ are indexical.
 Putnam gives the customary explication of the notion of indexicality: ‘Wordslike “now”, “this” “here”, have long been recognized to be indexical or token-reflexive —i.e. to have an extension which varies from context to context ortoken to token’ (pp. 233–234). I think that it is clear that ‘water’, interpreted asit is in English, or as we English speakers standardly interpret it, does not shiftextension from context to context in this way. (One must, of course, hold thelanguage, or linguistic construal, fixed. Otherwise, every word will trivially countas indexical. For by the very conventionality of language, we can always imaginesome context in which our word—word form—has a different extension.) Theextension of ‘water’, as interpreted in English in all non-oblique contexts, is(roughly) the set of all aggregates of H2O molecules, together, probably, withthe individual molecules. There is nothing at all indexical about ‘water’ in thecustomary sense of ‘indexical’.
 Putnam suggests several grounds for calling natural kind words indexical. Ishall not try to criticize all of these, but will deal with a sampling:
 (a) Now then, we have maintained that indexicality extends beyond the obviouslyindexical words … Our theory can be summarized as saying that words like‘water’ have an unnoticed indexical component: ‘water’ is stuff that bears acertain similarity relation to the water around here. Water at another time orin another place or even in another possible world has to bear the relation[same-liquid] to our ‘water’ in order to be water. (p. 234)
 (b) ‘Water’ is indexical. What do I mean by that? If it is indexical, if what I amsaying is right, then ‘water’ means ‘whatever is like water, bears some equival-ence relation, say the liquid relation, to our water.’ Where ‘our’ is, of course,an indexical word. If that’s how the extension of ‘water’ is determined, then theenvironment determines the extension of ‘water’. Whether ‘our’ water is in factXYZ or H2O.10
 These remarks are hard to interpret with any exactness because of the primafacie circularity, or perhaps ellipticality, of the explications. Water around here,or our water, is just water. Nobody else’s water, and no water anywhere else, isany different. Water is simply H2O (give or take some isotopes and impurities).These points show the superfluousness of the indexical expressions. No shift ofextension with shift in context needs to be provided for.
 mental states. (The congeniality of this view with Putnam’s claim that natural kind terms areindexical is explicitly noted.) Thus the argument supports only the position articulated in the firstparagraph of this paper and is subject to the deflationary interpretation that followed (cf. also note4). McGinn’s argument neither explicitly accepts nor explicitly rejects the position subsequentlyadopted by Fodor and cited above.
 10 Putnam, (1974), 451. Cf. also “Language and Reality” in Philosophical Papers, ii. 277. ‘Com-ment on Wilfrid Sellars’, Synthese, 27.
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 Narrower consideration of these ‘meaning explanations’ of ‘water’ brings outthe same point. One might extrapolate from (a) the notion that ‘water’ means (a′)‘stuff that bears the same-liquid relation to the stuff we call “water” around here’.But this cannot be right. (I pass over the fact that there is no reason to believe thatthe meaning of ‘water’ involves reference to the linguistic expression ‘water’.Such reference could be eliminated.) For if Adam and his colleagues visitedTwin-Earth and (still speaking English) called XYZ ‘water’, it would followon this meaning explication that their uses of the sentence ‘Water flows in thatstream’ would be true. They would make no mistake in speaking English andcalling XYZ ‘water’. For since the extension of ‘here’ would shift, occurrenceson Twin-Earth of ‘stuff that bears the same-liquid relation to the stuff we call“water” around here flows in that stream’ would be true. But by Putnam’sown account, which is clearly right on this point, there is no water on Twin-Earth. And there is no reason why an English speaker should not be held to thisaccount when he visits Twin-Earth. The problem is that although ‘here’ shifts itsextension with context, ‘water’ does not. ‘Water’ lacks the indexicality of ‘here’.
 A similar objection would apply to extrapolating from (b) the notion that‘water’ means (b′) ‘whatever bears the same-liquid relation to what we call“water” ’, or (b′′) ‘whatever bears the same-liquid relation to this stuff’. ‘Water’interpreted as it is in English does not shift its extension with shifts of speakers,as (b′) and (b′′) do. The fact that the Twin-Earthians apply ‘water’ to XYZ isnot a reflection of a shift in extension of an indexical expression with a fixedlinguistic (English) meaning, but of a shift in meaning between one language,and linguistic community, and another. Any expression, indexical or not, canundergo such ‘shifts’, as a mere consequence of the conventionality of language.The relevant meaning equivalence to (b′) is no more plausible than saying that‘bachelor’ is indexical because it means ‘whatever social role the speaker applies“bachelor” to’ where ‘the speaker’ is allowed to shift in its application to speak-ers of different linguistic communities according to context. If Indians applied‘bachelor’ to all and only male senators, it would not follow that ‘bachelor’ asit is used in English is indexical. Similar points apply to (b′′).
 At best, the term ‘water’ and a given occurrence or token of (b′) or (a′), sayan introducing token, have some sort of deep or necessary equivalence. But thereis no reason to conclude that the indexicality of (a′), (b′) or (b′′)—which is afeature governing general use, not particular occurrences—infects the meaningof the expression ‘water’, as it is used in English.
 Much of what Putnam says suggests that the appeal to indexicality is sup-posed to serve other desiderata. One is a desire to defend a certain view of therole of the natural kind terms in talk about necessity. Roughly, the idea is that‘water’ applies to water in all discourse about necessity. Putnam expresses thisidea by calling natural kind terms rigid, and seems to equate indexicality andrigidity (p. 234). These points raise a morass of complex issues which I want toavoid getting into. It is enough here to point out that a term can be rigid withoutbeing indexical. Structural descriptive syntactical names are examples. Denying
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 that natural kind terms are indexical is fully compatible with holding that theyplay any given role in discourse about necessity.
 Another purpose that the appeal to indexicality seems to serve is that ofaccounting for the way natural kind terms are introduced, or the way their ref-erence is fixed (p. 234, and (b) above). It may well be that indexicals frequentlyplay a part in the (reconstructed) introduction or reference-fixing of natural kindterms. But this clearly does not imply that the natural kind terms partake inthe indexicality of their introducers or reference-fixers. With some stage setting,one could introduce natural kind terms, with all their putative modal properties,by using non-indexical terms. Thus a more general rational reconstruction ofthe introduction, reference-fixing, and modal behavior of natural kind terms isneeded. The claim that natural kind terms are themselves indexical is neither aneeded nor a plausible account of these matters.
 It does seem to me that there is a grain of truth encased within the claim thatnatural kind terms are indexical. It is this. De re beliefs usually enter into thereference-fixing of natural kind terms. The application of such terms seems tobe typically fixed partly by de re beliefs we have of particular individuals, orquantities of stuff, or physical magnitudes or properties—beliefs that establisha semantical relation between term and object. (Sometimes the de re beliefs areabout evidence that the terms are introduced to explain.) Having such beliefsrequires that one be in not-purely-context-free conceptual relations to the rel-evant entities.b That is, one must be in the sort of relation to the entities thatsomeone who indexically refers to them would be. One can grant the role ofsuch beliefs in establishing the application and function of natural kind terms,without granting that all beliefs and statements involving terms whose use is soestablished are indexical. There seems to be no justification for the latter view,and clear evidence against it.
 I have belabored this criticism not because I think that the claim about index-icality is crucial to Putnam’s primary aims in ‘The Meaning of “Meaning” ’.Rather, my purpose has been to clear an obstacle to properly evaluating theimportance of the twin-earth example for a philosophical understanding of beliefand thought. The difference between mistaking natural kind words for indexicalsand not doing so—rather a small linguistic point in itself—has large implic-ations for our understanding of mentalistic notions. Simply assimilating thetwin-earth example to the example of indexical attitudes I gave at the outsettrivializes its bearing on philosophical understanding of the mental. Seen aright,the example suggests a picture in which the individuation of a given individual’smental contents depends partly on the nature (or what his fellows think to bethe nature) of entities about which he or his fellows have de re beliefs. Theidentity of one’s mental contents, states, and events is not independent of thenature of one’s physical and social environment.
 b Cf. Burge, “Belief De Re” (Ch. 3 above).
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 To summarize my view: The differences between Earth and Twin-Earth willaffect the attributions of propositional attitudes to inhabitants of the two plan-ets, including Adam and Adam te. The differences are not to be assimilated todifferences in the extensions of indexical expressions with the same constant,linguistic meaning. For the relevant terms are not indexical. The differences,rather, involve the constant context-free interpretation of the terms. Propositionalattitude attributions which put the terms in oblique occurrence will thus affectthe content of the propositional attitudes. Since mental acts and states are indi-viduated (partly) in terms of their contents, the differences between Earth andTwin-Earth include differences in the mental acts and states of their inhabitants.
 III
 Let us step back now and scrutinize Putnam’s interpretation of his thoughtexperiment in the light of the fact that natural kind terms are not indexical.Putnam’s primary thesis is that a person’s psychological states—in what Putnamcalls the ‘narrow sense’ of this expression—do not ‘fix’ the extensions of theterms the person uses. A psychological state in the ‘narrow sense’ is said tobe one which does not ‘presuppose’ the existence of any individual other thanthe person who is in that state (p. 220). The term ‘presuppose’ is, of course,notoriously open to a variety of uses. But Putnam’s glosses seem to indicatethat a person’s being in a psychological state does not presuppose a propositionP, if it does not logically entail P.11
 Now we are in a position to explore a first guess about what psychologicalstates are such in the ‘narrow sense’.12 According to this interpretation, beingin a psychological state in the narrow sense (at least as far as propositionalattitudes are concerned) is to be in a state correctly ascribable in terms of acontent clause which contains no expressions in a position (in the surface gram-mar) which admits of existential generalization, and which is not in any sensede re. De dicto, non-relational propositional attitudes would thus be psycholo-gical states in the narrow sense. They entail by existential generalization the
 11 In explaining the traditional assumption of ‘methodological solipsism’, Putnam writes: ‘Thisassumption is the assumption that no psychological state, properly so-called, presupposes the exist-ence of any individual other than the subject to whom that state is ascribed. (In fact, the assumptionwas that no psychological state presupposes the existence of the subject’s body even: if P is apsychological state, properly so-called, then it must be logically possible for a “disembodied mind”to be in P.)’ (p. 220, the second italics mine). He also gives examples of psychological states in the‘wide sense’, and characterizes these as entailing the existence of other entities besides the subjectof the state (p. 220). Although there is little reason to construe Putnam as identifying entailmentand presupposition, these two passages taken together suggest that for his purposes, no differencebetween them is of great importance. I shall proceed on this assumption.
 12 This guess is Fodor’s (“Methodological Solipsism”). As far as I can see, the interpretation isnot excluded by anything Putnam says. It is encouraged by some of what he says—especially hisremarks regarding indexicality and his theory about the normal form for specifying the meaning of‘water’.
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 existence of no entities other than the subject (and his thought contents). De repropositional attitudes—at least those de re propositional attitudes in which thesubject is characterized as being in relation to some thing other than himselfand his thought contents—appear to be psychological states in the ‘wide sense’.Having de re attitudes of (de) objects other than oneself entails the existence ofobjects other than oneself.
 Granted this provisional interpretation, the question arises whether Putnam’stwin-earth examples show that a person’s psychological states in the narrowsense fail to ‘fix’ the extensions of the terms he uses. It would seem thatto show this, the examples would have to be interpreted in such a way thatAdam and Adam te would have the same de dicto propositional attitudes whilethe extensions of their terms differed. This objective would suggest an evenstronger interpretation of the thought experiment. Expressions in oblique posi-tion in true attributions of attitudes to Adam and Adam te would be held constantwhile the extensions of their terms varied. But neither of these interpretationsis plausible.13
 Let us see why. To begin with, it is clear that Adam and Adam te will (ormight) have numerous propositional attitudes correctly attributable with the rel-evant natural kind terms in oblique position. The point of such attributions isto characterize a subject’s mental states and events in such a way as to takeinto account the way he views or thinks about objects in his environment. Wethus describe his perspective on his environment and utilize such descriptionsin predicting, explaining, and assessing the rationality and the correctness orsuccess of his mental processes and overt acts. These enterprises of explanationand assessment provide much of the point of attributing propositional attitudes.And the way a subject thinks about natural kinds of stuffs and things is, ofcourse, as relevant to these enterprises as the way he thinks about anythingelse. Moreover, there is no intuitive reason to doubt that the relevant naturalkind terms can express and characterize his way of thinking about the relevantstuffs and things—water, aluminum, elms, mackerel. The relevant subjects meetsocially accepted standards for using the terms. At worst, they lack a specialist’sknowledge about the structure of the stuffs and things to which their terms apply.
 We now consider whether the same natural kind terms should occur obliquelyin attributions of propositional attitudes to Adam and Adam te. Let us assume,what seems obvious, that Adam has propositional attitudes correctly attributedin English with his own (English) natural kind terms in oblique position. Hehopes that there is some water within twenty miles; he believes that sailboatmasts are often made of aluminum, that elms are deciduous trees distinct frombeeches, that shrimp are smaller than mackerel. Does Adam te have these same
 13 Jerry Fodor (ibid.) states that inhabitants of Twin-Earth harbor the thought that water iswet—even granted the assumption that there is no water on Twin-Earth and the assumption thattheir thought is not ‘about’ water (H2O), but about XYZ. Fodor provides no defence at all for thisimplausible view.
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 attitudes, or at least attitudes with these same contents? As the case has beendescribed, I think it intuitively obvious that he does not.
 At least two broad types of consideration back the intuition. One is that it ishard to see how Adam te could have acquired thoughts involving the concept ofwater (aluminum, elm, mackerel).14 There is no water on Twin-Earth, so he hasnever had any contact with water. Nor has he had contact with anyone else whohas had contact with water. Further, no one on Twin-Earth so much as uses aword which means water. It is not just that water does not fall in the extension ofany of the Twin-Earthians’ terms. The point is that none of their terms even trans-lates into our (non-indexical) word ‘water’. No English te-to-English dictionarywould give ‘water’ as the entry for the Twin-Earthians’ word. It would thus be amystery how a Twin-Earthian could share any of Adam’s attitudes that involvethe notion of water. They have not had any of the normal means of acquiring theconcept. The correct view is that they have acquired, by entirely normal means, aconcept expressed in their language that bears some striking, superficial similar-ities to ours. But it is different. Many people in each community could articulatethings about the respective concepts that would make the difference obvious.
 There is a second consideration—one that concerns truth—that backs theintuition that Adam te lacks attitudes involving the notion of water (aluminum,elm, mackerel). There is no water on Twin-Earth. If Adam te expresses attitudesthat involve the concept of water (as opposed to twater), a large number ofhis ordinary beliefs will be false—that that is water, that there is water withintwenty miles, that chemists in his country know the structure of water, and soforth. But there seems no reason to count his beliefs false and Adam’s beliefstrue (or vice versa). Their beliefs were acquired and relate to their environmentsin exactly parallel and equally successful ways.
 The differences between the attitudes of Adam and Adam te derive not fromdifferences in truth-value, but from differences in their respective environmentsand social contexts. They give different sorts of entities as paradigm cases ofinstances of the term. Their uses of the term are embedded in different communalusages and scientific traditions that give the term different constant, conventionalmeanings, In normal contexts, they can explicate and use the term in ways thatare informative and socially acceptable within their respective communities.In doing so, they express different notions and different thoughts with thesewords. Their thoughts and statements have different truth-conditions and aretrue of different sorts of entities.
 Of course, Adam te believes of XYZ everything Adam believes of water— if wedelete all belief attributions that involve ‘water’ and ‘twater’ in oblique position,
 14 More jargon. I shall use the terms ‘concept’ and ‘notion’ interchangeably to signify thesemantical values of obliquely occurring parts of content clauses, parts that are not themselvessentential. Thus a concept is a non-propositional part of a content. The expressions ‘concept’ and‘notion’ are, like ‘content’, intended to be ontologically neutral. Intuitively, a concept is a context-free way a person thinks about a stuff, a thing, or a group of things.
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 and assume that there are no relevant differences between uses of others amongtheir natural kind terms. In a sense, they would explicate the terms in the same way.But this would show that they have the same concept only on the assumption thateach must have verbal means besides ‘water’ of expressing his concept—meansthat suffice in every outlandish context to distinguish that concept from others. Isee no reason to accept this assumption. Nor does it seem antecedently plausible.
 So far I have argued that Adam and Adam te differ as regards the contentsof their attitudes. This suffices to show that their mental states, ordinarily so-called, as well as the extensions of their terms differ. But the examples we usedinvolved relational propositional attitudes: belief that that is water (twater), thatsome water (twater) is within twenty miles of this place, that chemists in thiscountry know the structure of water (twater), and so on. Although these do notinvolve ‘water’ as an indexical expression and some are not even of (de) water(twater), they are, plausibly, propositional attitudes in the wide sense. Thus theseexamples do not strictly show that Adam and Adam te differ in their de dictoattitudes—attitudes in the narrow sense.
 But other examples do. Adam might believe that some glasses somewheresometime contain some water, or that some animals are smaller than all macker-el. Adam te lacks these beliefs. Yet these ascriptions may be interpreted so as notto admit of ordinary existential generalization on positions in the ‘that’-clauses,and not to be de re in any sense. We can even imagine differences in their dedicto beliefs that correspond to differences in truth-value. Adam may believewhat he is falsely told when someone mischievously says, ‘Water lacks oxygen’.When Adam te hears the same words and believes what he is told, he acquires(let us suppose) a true belief: twater does lack oxygen.15
 I shall henceforth take it that Adam and Adam te have relevant propositionalattitudes from whose content attributions no application of existential generaliz-ation is admissible. None of these contents need be applied by the subjects—dere —to objects in the external world. That is, the relevant attitudes are purelyde dicto attitudes. Yet the attitude contents of Adam and Adam te differ.
 IV
 Thus it would seem that on the construal of ‘narrow sense’ we have been explor-ing, the twin-earth examples fail to show that psychological states in the narrow
 15 As I mentioned earlier, one might hold that ‘water’ names an abstract property or kind andthat attitude attributions typically attribute de re attitudes of the kind. I do not accept this view,or see any strong reasons for it. But let us examine its consequences briefly. I shall assume that‘kind’ is used in such a way that water is the same kind as H2O. To be minimally plausible, theview must distinguish between kind and concept (cf. note 14)—between the kind that is thoughtof and the person’s way of thinking of it. ‘Water’ may express or indicate one way of thinking ofthe kind—‘H2O’ another. Given this distinction, previous considerations will show that Adam andAdam te apply different concepts (and contents) to the different kinds. So even though their attitudesare not ‘narrow’, they still have different mental states and events. For mental states and events areindividuated partly in terms of contents.

Page 110
                        

Other Bodies 95
 sense (or the contents of such states) do not ‘fix’ the extensions of terms thatAdam and Adam te use. For different contents and different propositional atti-tudes correspond to the different extensions. This conclusion rests, however,on a fairly narrow interpretation of ‘fix’ and—what is equally important—ona plausible, but restrictive application of ‘narrow sense’. Let me explain thesepoints in turn.
 Propositional attitudes involving non-indexical notions like that of water do‘fix’ an extension for the term that expresses the notion. But they do so in apurely semantical sense: (necessarily) the notion of water is true of all and onlywater. There is, however, a deeper and vaguer sense in which non-relationalpropositional attitudes do not fix the extensions of terms people use. This pointconcerns explication rather than purely formal relationships. The twin-earthexamples (like the examples from ‘Individualism and the Mental’) indicate thatthe order of explication does not run in a straight line from propositional atti-tudes in the ‘narrow sense’ (even as we have been applying this expression) tothe extensions of terms.16 Rather, to know and explicate what a person believesde dicto, one must typically know something about what he believes de re, aboutwhat his fellows believe de re (and de dicto), about what entities they ostend,about what he and his fellows’ words mean, and about what entities fall in theextensions of their terms.
 A corollary of this point is that one cannot explicate what propositionalattitude contents a person has by taking into account only facts about himthat are non-intentional and individualistic. There is a still flourishing tradi-tion in the philosophy of mind to the contrary. This tradition claims to explainpsychological states in terms of non-intentional, functional features of the indi-vidual—with no reference to the nature of the environment or the character ofthe actions, attitudes, and conventions of other individuals.17 Although there isperhaps something to be said for taking non-intentional, individualistic researchstrategies as one reasonable approach to explaining the behavior of individuals,the view is hopelessly oversimplified as a philosophical explication of ordinarymentalistic notions.
 Even insofar as individualism is seen as a research strategy, like the ‘meth-odological solipsism’ advocated by Jerry Fodor, it is subject to limitations.Such strategies, contrary to Fodor’s presumptions, cannot be seen as providinga means of individuating ordinary (‘non-transparent’) attributions of content.
 16 I am tempted to characterize this as Putnam’s own primary point. What counts against yieldingto the temptation is his interpretation of natural kind terms as indexical, his focus on meaning, andhis statement that those on Twin-Earth have the same thoughts (p. 224) as those on Earth. Still,what follows is strongly suggested by much that he says.
 17 Works more or less explicitly in this tradition are Putnam, “The Nature of Mental States”in Philosophical Papers, ii. 437; Harman, (1973), 43–46, 56–65; D. Lewis, “Psychophysical andTheoretical Identifications”, Australasian Journal of Philosophy 50 (1972), 249–250 idem, “RadicalInterpretation”, Synthese, 27 (1974), 331 ff.; J. A. Fodor, The Language of Thought (Cambridge,Mass: Harvard University Press) (1975), ch. 1, and idem, “Methodological Solipsism”.
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 Indeed, it is highly doubtful that a psychological theory can treat psychologic-al states as representational at all, and at the same time individuate them in astrictly individualistic, formal, or ‘syntactic’ way. One could, I suppose, have atheory of behavior that individuated internal states ‘syntactically’. Or one couldhave a representational theory (like most of the cognitive theories we have)which abstracts, in particular attributions to individuals, from the question ofwhether or not the attributed contents are true. But the latter type of theory,in every version that has had genuine use in psychological theory, relies onindividuation of the contents, individuation which involves complex referenceto entities other than the individual. Putnam’s examples, interpreted in the wayI have urged, constitute one striking illustration of this fact.
 These remarks invite a reconsideration of the expression ‘psychological statein the narrow sense’. Putnam originally characterized such states as those that donot ‘presuppose’ (entail) the existence of entities other than the subject. And wehave been taking the lack of presupposition to be coextensive with a failure ofexistential generalization and an absence of de re attitudes. Thus we have beentaking psychological states in the ‘narrow sense’ to be those whose standard‘that’-clause specification does not admit of existential generalization on any ofits expressions, and is not in any sense de re. But our weakened construal of‘fix’ suggests a correction in the application of the notion of presupposition.One might say that Adam’s de dicto attitudes involving the notion of waterdo presuppose the existence of other entities. The conditions for individuatingthem make essential reference to the nature of entities in their environment orto the actions and attitudes of others in the community. Even purely de dictopropositional attitudes presuppose the existence of entities other than the subjectin this sense of presupposition. On this construal, none of the relevant attitudes,de re or de dicto, are psychological states in the narrow sense.
 I want to spend the remainder of the section exploring this broadened applic-ation of the notion of presupposition. The question is what sorts of relations holdbetween an individual’s mental states and other entities in his environment byvirtue of the fact that the conditions for individuating his attitude contents—andthus his mental states and events—make reference to the nature of entities inhis environment, or at least to what his fellows consider to be the nature ofthose entities.
 We want to say that it is logically possible for an individual to have beliefsinvolving the concept of water (aluminum, elm, mackerel) even though thereis no water (and so on) of which the individual holds these beliefs. This caseseems relatively unproblematic. The individual believer might simply not be inan appropriately direct epistemic relation to any of the relevant entities. This iswhy existential generalization can fail and the relevant attitudes can be purely dedicto, even though our method of individuating attitude contents makes referenceto the entities.
 I think we also want to say something stronger: it is logically possible foran individual to have beliefs involving the concept of water (aluminum, and
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 so on), even though there exists no water. An individual or community might(logically speaking) have been wrong in thinking that there was such a thing aswater. It is epistemically possible—it might have turned out—that contrary toan individual’s beliefs, water did not exist.
 Part of what we do when we conceive of such cases is to rely on actual cir-cumstances in which these illusions do not hold—rely on the actual existence ofwater—in order to individuate the notions we cite in specifying the proposition-al attitudes. We utilize—must utilize, I think—the actual existence of physicalstuffs and things, or of other speakers or thinkers, in making sense of counter-factual projections in which we think at least some of these surroundings away.
 But these projections are not unproblematic. One must be very careful incarrying them out. For the sake of argument, let us try to conceive of a setof circumstances in which Adam holds beliefs he actually holds involving thenotion of water (aluminum, etc.), but in which there is no water and no com-munity of other speakers to which Adam belongs. Adam may be deluded aboutthese matters: he may live in a solipsistic world. What is problematic aboutthese alleged circumstances is that they raise the question of how Adam couldhave propositional attitudes involving the notion of water. How are they distin-guished from attitudes involving the notion of twater, or any of an indefinitelylarge number of other notions?
 In pressing this question, we return to considerations regarding conceptacquisition and truth. How, under the imagined circumstances, did Adam acquirethe concept of water? There is no water in his environment, and he has contactwith no one who has contact with water. There seems no reason derivable fromthe imagined circumstances (as opposed to arbitrary stipulation) to suppose thatAdam’s words bear English interpretations instead of English te interpretations,since there are no other speakers in his environment. Nothing in Adam’s ownrepertoire serves to make ‘water’ mean water instead of twater, or numerousother possibilities. So there seems no ground for saying that Adam has acquiredthe concept of water.
 Considerations from truth-conditions point in the same direction. WhenAdam’s beliefs (as held in the putative solipsistic world) are carried over toand evaluated in a ‘possible world’ in which twater (and not water) exists, whyshould some of the relevant beliefs be false in this world and true in a worldin which water exists, or vice versa? Nothing in the solipsistic world seems toground any such distinction. For these reasons, it seems to me that one cannotcredibly imagine that Adam, with his physical and dispositional life history,could have beliefs involving the notion of water, even though there were noother entities (besides his attitude contents) in the world.
 We have now supported the view that the point about explication and indi-viduation brings with it, in this case, a point about entailment. Adam’s psycho-logical states in the narrow sense (those that do not entail the existence of otherentities) do not fix (in either sense of ‘fix’) the extensions of his terms. Thisis so not because Adam’s beliefs involving the notion of water are indexical
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 or de re, and not because he has the same propositional attitudes as Adam te
 while the extensions of his terms differ. Rather it is because all of Adam’s atti-tude contents involving relevant natural kind notions—and thus all his relevantattitudes (whether de re or de dicto)—are individuated, by reference to otherentities. His having these attitudes in the relevant circumstances entails (andthus presupposes in Putnam’s sense) the existence of other entities.
 The exact nature of the relevant entailment deserves more discussion than Ican give it here. As I previously indicated, I think that Adam’s having attitudeswhose contents involve the notion of water does not entail the existence ofwater. If by some wild communal illusion, no one had ever really seen a relevantliquid in the lakes and rivers, or had drunk such a liquid, there might still beenough in the community’s talk to distinguish the notion of water from thatof twater and from other candidate notions. We would still have our chemicalanalyses, despite the illusoriness of their object. (I assume here that not all ofthe community’s beliefs involve similar illusions.18) I think that Adam’s havingthe relevant attitudes probably does not entail the existence of other speakers.Prima facie, at least, it would seem that if he did interact with water and helda few elementary true beliefs about it, we would have enough to explain howhe acquired the notion of water—enough to distinguish his having that notionfrom his having the notion of twater. What seems incredible is to suppose thatAdam, in his relative ignorance and indifference about the nature of water,holds beliefs whose contents involve the notion, even though neither water norcommunal cohorts exist.
 V
 It should be clear that this general line promises to have a bearing on someof the most radical traditional sceptical positions. (I think that the bearing ofthe argument in ‘Individualism and the Mental’ is complementary and morecomprehensive.) The line provides fuel for the Kantian strategy of showing thatat least some formulations of traditional scepticism accept certain elements of ourordinary viewpoint while rejecting others that are not really separable. Exploringthe epistemic side of these issues, however, has not been our present task.
 Our main concern has been the bearing of these ideas on the philosophyof mind. What attitudes a person has, what mental events and states occur inhim, depends on the character of his physical and social environment. In someinstances, an individual’s having certain de dicto attitudes entails the exist-ence of entities other than himself and his attitude contents. The twin-earth
 18 Thus I am inclined to think that, if one is sufficiently precise, one could introduce a ‘naturalkind’ notion, like water without having had any causal contact with instances of it. This seems tohappen when chemical or other kinds are anticipated in science before their discovery ‘in nature’.The point places a prima facie limitation on anti-sceptical uses of our argument. Thus I have beencareful to emphasize Adam’s relative ignorance in our criticism of solipsistic thought experiments.
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 thought experiment may work only for certain propositional attitudes. Certainlyits clearest applications are to those whose contents involve non-theoreticalnatural kind notions. But the arguments of ‘Individualism and the Mental’ sug-gest that virtually no propositional attitudes can be explicated in individualisticterms. Since the intentional notions in terms of which propositional attitudes aredescribed are irreducibly non-individualistic, no purely individualistic accountof these notions can possibly be adequate.
 Although most formulations of the lessons to be learned from twin-earththought experiments have seemed to me to be vague or misleading in variousways, many of them indicate a broad appreciation of the general drift of theargument just presented. In fact, as I indicated earlier, the general drift is justbeneath the surface of Putnam’s paper. A common reaction, however, is that ifour ordinary concept of mind is non-individualistic, so much the worse for ourordinary concept.
 This reaction is largely based on the view that if mentalistic notions do notexplain ‘behavior’ individualistically, in something like the way chemical orperhaps physiological notions do, they are not respectable, at least for ‘cognitive’or ‘theoretical’ as opposed to ‘practical’ purposes. I cannot discuss this view inthe detail it deserves here. But it has serious weaknesses. It presupposes thatthe only cognitively valuable point of applying mentalistic notions is to explainindividual ‘behavior’. It assumes that the primary similarities in ‘behavior’ thatmentalistic explanations should capture are illustrated by Adam’s and Adam te’ssimilarity of physical movement. It assumes that there are no ‘respectable’ non-individualistic theories. (I think evolutionary biology is a counterexample—notto appeal to much of cognitive psychology and the social sciences.) And itassumes an unexplicated and highly problematic distinction between theoreticaland practical purposes. All of these assumptions are questionable and, in myview, probably mistaken.
 The non-individualistic character of our mentalistic notions suggests that theyare fitted to purposes other than (or in addition to) individualistic explanation.The arguments I have presented, here and earlier, challenge us to achieve adeeper understanding of the complex system of propositional attitude attribution.The purposes of this system include describing, explaining, and assessing peopleand their historically and socially characterized activity against a backgroundof objective norms—norms of truth, rationality, right. Some form of fruitfulexplanation that might reasonably be called ‘psychological’ could, conceivably,ignore such purposes in the interests of individualistic explanation. But animusagainst mentalistic notions because they do not meet a borrowed ideal seems tome misplaced. That, however, is a point for sharpening on other occasions.
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 Since Hegel’s Phenomenology of Spirit, a broad, inarticulate division of emphasisbetween the individual and his social environment has marked philosophicaldiscussions of mind. On one hand, there is the traditional concern with theindividual subject of mental states and events. In the elderly Cartesian tradi-tion, the spotlight is on what exists or transpires ‘in’ the individual—his secretcogitations, his innate cognitive structures, his private perceptions and intro-spections, his grasping of ideas, concepts, or forms. More evidentially orientedmovements, such as behaviorism and its liberalized progeny, have highlightedthe individual’s publicly observable behavior—his input–output relations andthe dispositions, states, or events that mediate them. But both Cartesian andbehaviorist viewpoints tend to feature the individual subject. On the other hand,there is the Hegelian preoccupation with the role of social institutions in shapingthe individual and the content of his thought. This tradition has dominated theContinent since Hegel. But it has found echoes in English-speaking philosophyduring this century in the form of a concentration on language. Much philo-sophical work on language and mind has been in the interests of Cartesian orbehaviorist viewpoints that I shall term ‘individualistic’. But many of Wittgen-stein’s remarks about mental representation point up a social orientation that isdiscernible from his flirtations with behaviorism. And more recent work on thetheory of reference has provided glimpses of the role of social cooperation indetermining what an individual thinks.
 In many respects, of course, these emphases within philosophy—individua-listic and social—are compatible. To an extent, they may be regarded simplyas different currents in the turbulent stream of ideas that has washed the intel-lectual landscape during the last hundred and some odd years. But the role ofthe social environment has received considerably less clear-headed philosoph-ical attention (though perhaps not less philosophical attention) than the roleof the states, occurrences, or acts in, on, or by the individual. Philosophical
 I am grateful to participants at a pair of talks given at the University of London in the spring of1978, and to Richard Rorty for discussions earlier. I am also indebted to Robert Adams and RogersAlbritton whose criticisms forced numerous improvements. I appreciatively acknowledge supportof the John Simon Guggenheim Foundation.
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 discussions of social factors have tended to be obscure, evocative, metaphor-ical, or platitudinous, or to be bent on establishing some large thesis aboutthe course of history and the destiny of man. There remains much room forsharp delineation. I shall offer some considerations that stress social factors indescriptions of an individual’s mental phenomena. These considerations callinto question individualistic presuppositions of several traditional and mod-ern treatments of mind. I shall conclude with some remarks about mentalmodels.
 I . TERMINOLOGICAL MATTERS
 Our ordinary mentalistic discourse divides broadly into two sorts of idiom.One typically makes reference to mental states or events in terms of sententialexpressions. The other does not. A clear case of the first kind of idiom is ‘Alfredthinks that his friends’ sofa is ugly’. A clear case of the second sort is ‘Alfredis in pain’. Thoughts, beliefs, intentions, and so forth are typically specified interms of subordinate sentential clauses, that-clauses, which may be judged as trueor false. Pains, feels, tickles, and so forth have no special semantical relation tosentences or to truth or falsity. There are intentional idioms that fall in the secondcategory on this characterization, but that share important semantical featureswith expressions in the first—idioms like ‘Al worships Buicks’. But I shall notsort these out here. I shall discuss only the former kind of mentalistic idiom.The extension of the discussion to other intentional idioms will not be difficult.
 In an ordinary sense, the noun phrases that embed sentential expressionsin mentalistic idioms provide the content of the mental state or event. Weshall call that-clauses and their grammatical variants ‘content clauses’. Thus theexpression ‘that sofas are more comfortable than pews’ provides the content ofAlfred’s belief that sofas are more comfortable than pews. My phrase ‘providesthe content’ represents an attempt at remaining neutral, at least for present pur-poses, among various semantical and metaphysical accounts of precisely howthat-clauses function and precisely what, if anything, contents are.
 Although the notion of content is, for present purposes, ontologically neutral,I do think of it as holding a place in a systematic theory of mentalistic lan-guage. The question of when to count contents different, and when the same, isanswerable to theoretical restrictions. It is often remarked that in a given contextwe may ascribe to a person two that-clauses that are only loosely equivalent andcount them as attributions of the ‘same attitude’. We may say that Al’s inten-tion to climb Mt. McKinley and his intention to climb the highest mountain inthe United States are the ‘same intention’. (I intend the terms for the moun-tain to occur obliquely here. See later discussion.) This sort of point extendseven to content clauses with extensionally non-equivalent counterpart notions.For contextually relevant purposes, we might count a thought that the glasscontains some water as ‘the same thought’ as a thought that the glass contains
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 some thirst-quenching liquid, particularly if we have no reason to attribute eithercontent as opposed to the other, and distinctions between them are contextuallyirrelevant. Nevertheless, in both these examples, every systematic theory I knowof would want to represent the semantical contribution of the content clauses indistinguishable ways—as ‘providing different contents’.
 One reason for doing so is that the person himself is capable of havingdifferent attitudes described by the different content clauses, even if these dif-ferences are irrelevant in a particular context. (Al might have developed theintention to climb the highest mountain before developing the intention to climbMt. McKinley—regardless of whether he, in fact, did so.) A second reasonis that the counterpart components of the that-clauses allude to distinguishableelements in people’s cognitive lives. ‘Mt. McKinley’ and ‘the highest moun-tain in the U.S.’ serve, or might serve, to indicate cognitively different notions.This is a vague, informal way of generalizing Frege’s point: the thought thatMt. McKinley is the highest mountain in the U.S. is potentially interesting orinformative. The thought that Mt. McKinley is Mt. McKinley is not. Thus whenwe say in a given context that attribution of different contents is attribution ofthe ‘same attitude’, we use ‘same attitude’ in a way similar to the way we use‘same car’ when we say that people who drive Fords (or green 1970 Ford Mav-ericks) drive the ‘same car’. For contextual purposes different cars are countedas ‘amounting to the same’.
 Although this use of ‘content’ is theoretical, it is not, I think, theoretically con-troversial. In cases where we shall be counting contents different, the cases willbe uncontentious: On any systematic theory, differences in the extension —theactual denotation, referent, or application—of counterpart expressions in that-clauses will be semantically represented, and will, in our terms, make fordifferences in content. I shall be avoiding the more controversial, but interesting,questions about the general conditions under which sentences in that-clauses canbe expected to provide the same content.
 I should also warn of some subsidiary terms. I shall be (and have been)using the term ‘notion’ to apply to components or elements of contents. Justas whole that-clauses provide the content of a person’s attitude, semanticallyrelevant components of that-clauses will be taken to indicate notions that enterinto the attitude (or the attitude’s content). This term is supposed to be just asontologically neutral as its fellow. When I talk of understanding or mastering thenotion of contract, I am not relying on any special epistemic or ontological the-ory, except insofar as the earlier mentioned theoretical restrictions on the notionof content are inherited by the notion of notion. The expression, ‘understanding(mastering) a notion’ is to be construed more or less intuitively. Understandingthe notion of contract comes roughly to knowing what a contract is. One canmaster the notion of contract without mastering the term ‘contract’—at the veryleast if one speaks some language other than English that has a term roughlysynonymous with ‘contract’. (An analogous point holds for my use of ‘masteringa content’.) Talk of notions is roughly similar to talk of concepts in an informal
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 sense. ‘Notion’ has the advantage of being easier to separate from traditionaltheoretical commitments.
 I speak of attributing a content, or notion, and of ascribing a that-clause orother piece of language. Ascriptions are the linguistic analogs of attributions.This use of ‘ascribe’ is nonstandard, but convenient and easily assimilated.
 There are semantical complexities involving the behavior of expressions incontent clauses, most of which we can skirt. But some must be touched on.Basic to the subject is the observation that expressions in content clauses areoften not intersubstitutable with extensionally equivalent expressions in sucha way as to maintain the truth-value of the containing sentence. Thus fromthe facts that water is H2O and that Bertrand thought that water is not fit todrink, it does not follow that Bertrand thought that H2O is not fit to drink.When an expression like ‘water’ functions in a content clause so that it is notfreely exchangeable with all extensionally equivalent expressions, we shall saythat it has oblique occurrence. Roughly speaking, the reason why ‘water’ and‘H2O’ are not interchangeable in our report of Bertrand’s thought is that ‘water’plays a role in characterizing a different mental act or state from that which‘H2O’ would play a role in characterizing. In this context at least, thinkingthat water is not fit to drink is different from thinking that H2O is not fit todrink.
 By contrast, there are non-oblique occurrences of expressions in contentclauses. One might say that some water—say, the water in the glass overthere—is thought by Bertrand to be impure; or that Bertrand thought that thatwater is impure. And one might intend to make no distinction that would be lostby replacing ‘water’ with ‘H2O’—or ‘that water’ with ‘that H2O’ or ‘that com-mon liquid’, or any other expression extensionally equivalent with ‘that water’.We might allow these exchanges even though Bertrand had never heard of, say,H2O. In such purely non-oblique occurrences, ‘water’ plays no role in providingthe content of Bertrand’s thought, on our use of ‘content’, or (in any narrowsense) in characterizing Bertrand or his mental state. Nor is the water part ofBertrand’s thought content. We speak of Bertrand thinking his content of thewater. At its non-oblique occurrence, the term ‘that water’ simply isolates, inone of many equally good ways, a portion of wet stuff to which Bertrand orhis thought is related or applied. In certain cases, it may also mark a contextin which Bertrand’s thought is applied. But it is expressions at oblique occur-rences within content clauses that primarily do the job of providing the contentof mental states or events, and in characterizing the person.
 Mentalistic discourse containing obliquely occurring expressions has tradition-ally been called intentional discourse. The historical reasons for this nomenclatureare complex and partly confused. But roughly speaking, grammatical contextsinvolving oblique occurrences have been fixed upon as specially relevant to therepresentational character (sometimes called ‘intentionality’) of mental states andevents. Clearly, oblique occurrences in mentalistic discourse have something to dowith characterizing a person’s epistemic perspective—how things seem to him,
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 or in an informal sense, how they are represented to him. So without endorsingall the commitments of this tradition, I shall take over its terminology.
 The crucial point in the preceding discussion is the assumption that obliquelyoccurring expressions in content clauses are a primary means of identifying aperson’s intentional mental states or events. A further point is worth remark-ing here. It is normal to suppose that those content clauses correctly ascrib-able to a person that are not in general intersubstitutable salva veritate —andcertainly those that involve extensionally non-equivalent counterpart expres-sions—identify different mental states or events.
 I have cited contextual exceptions to this normal supposition, at least ina manner of speaking. We sometimes count distinctions in content irrelevantfor purposes of a given attribution, particularly where our evidence for theprecise content of a person or animal’s attitude is skimpy. Different contentsmay contextually identify (what amount to) the ‘same attitude’. I have indicatedthat even in these contexts, I think it best, strictly speaking, to construe distinctcontents as describing different mental states or events that are merely equivalentfor the purposes at hand. I believe that this view is widely accepted. But nothing Isay will depend on it. For any distinct contents, there will be imaginable contextsof attribution in which, even in the loosest, most informal ways of speaking,those contents would be said to describe different mental states or events. Thisis virtually a consequence of the theoretical role of contents, discussed earlier.Since our discussion will have an ‘in principle’ character, I shall take thesecontexts to be the relevant ones. Most of the cases we discuss will involveextensional differences between obliquely occurring counterpart expressions inthat-clauses. In such cases, it is particularly natural and normal to take differentcontents as identifying different mental states or events.
 II . A THOUGHT EXPERIMENT
 IIa. First Case
 We now turn to a three-step thought experiment. Suppose first that:
 A given person has a large number of attitudes commonly attributed withcontent clauses containing ‘arthritis’ in oblique occurrence. For example,he thinks (correctly) that he has had arthritis for years, that his arthritis inhis wrists and fingers is more painful than his arthritis in his ankles, that itis better to have arthritis than cancer of the liver, that stiffening joints is asymptom of arthritis, that certain sorts of aches are characteristic of arthritis,that there are various kinds of arthritis, and so forth. In short, he has a widerange of such attitudes. In addition to these unsurprising attitudes, he thinksfalsely that he has developed arthritis in the thigh.
 Generally competent in English, rational, and intelligent, the patient reports tohis doctor his fear that his arthritis has now lodged in his thigh. The doctor
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 replies by telling him that this cannot be so, since arthritis is specifically aninflammation of joints. Any dictionary could have told him the same. The patientis surprised, but relinquishes his view and goes on to ask what might be wrongwith his thigh.
 The second step of the thought experiment consists of a counterfactual sup-position. We are to conceive of a situation in which the patient proceeds frombirth through the same course of physical events that he actually does, right toand including the time at which he first reports his fear to his doctor. Preciselythe same things (non-intentionally described) happen to him. He has the samephysiological history, the same diseases, the same internal physical occurrences.He goes through the same motions, engages in the same behavior, has the samesensory intake (physiologically described). His dispositions to respond to stimuliare explained in physical theory as the effects of the same proximate causes.All of this extends to his interaction with linguistic expressions. He says andhears the same words (word forms) at the same times he actually does. Hedevelops the disposition to assent to ‘Arthritis can occur in the thigh’ and ‘Ihave arthritis in the thigh’ as a result of the same physically described proximatecauses. Such dispositions might have arisen in a number of ways. But we cansuppose that in both actual and counterfactual situations, he acquires the word‘arthritis’ from casual conversation or reading, and never hearing anything toprejudice him for or against applying it in the way that he does, he applies theword to an ailment in his thigh (or to ailments in the limbs of others) whichseems to produce pains or other symptoms roughly similar to the disease inhis hands and ankles. In both actual and counterfactual cases, the disposition isnever reinforced or extinguished up until the time when he expresses himselfto his doctor. We further imagine that the patient’s non-intentional, phenom-enal experience is the same. He has the same pains, visual fields, images, andinternal verbal rehearsals. The counterfactuality in the supposition touches onlythe patient’s social environment. In actual fact, ‘arthritis’, as used in his com-munity, does not apply to ailments outside joints. Indeed, it fails to do so by astandard, non-technical dictionary definition. But in our imagined case, physi-cians, lexicographers, and informed laymen apply ‘arthritis’ not only to arthritisbut to various other rheumatoid ailments. The standard use of the term is to beconceived to encompass the patient’s actual misuse. We could imagine eitherthat arthritis was not singled out as a family of diseases, or that some other termbesides ‘arthritis’ was applied, though not commonly by laymen, specifically toarthritis. We may also suppose that this difference and those necessarily associ-ated with it are the only differences between the counterfactual situation and theactual one. (Other people besides the patient will, of course, behave differently.)To summarize the second step:
 The person might have had the same physical history and non-intentionalmental phenomena while the word ‘arthritis’ was conventionally applied,and defined to apply, to various rheumatoid ailments, including the one inthe person’s thigh, as well as to arthritis.
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 The final step is an interpretation of the counterfactual case, or an additionto it as so far described. It is reasonable to suppose that:
 In the counterfactual situation, the patient lacks some—probably all —ofthe attitudes commonly attributed with content clauses containing ‘arthritis’in oblique occurrence. He lacks the occurrent thoughts or beliefs that hehas arthritis in the thigh, that he has had arthritis for years, that stiffeningjoints and various sorts of aches are symptoms of arthritis, that his fatherhad arthritis, and so on.
 We suppose that in the counterfactual case we cannot correctly ascribe anycontent clause containing an oblique occurrence of the term ‘arthritis’. It is hardto see how the patient could have picked up the notion of arthritis. The word‘arthritis’ in the counterfactual community does not mean arthritis. It does notapply only to inflammations of joints. We suppose that no other word in thepatient’s repertoire means arthritis. ‘Arthritis’, in the counterfactual situation,differs both in dictionary definition and in extension from ‘arthritis’ as we useit. Our ascriptions of content clauses to the patient (and ascriptions within hiscommunity) would not constitute attributions of the same contents we actuallyattribute. For counterpart expressions in the content clauses that are actuallyand counterfactually ascribable are not even extensionally equivalent. Howeverwe describe the patient’s attitudes in the counterfactual situation, it will not bewith a term or phrase extensionally equivalent with ‘arthritis’. So the patient’scounterfactual attitude contents differ from his actual ones.
 The upshot of these reflections is that the patient’s mental contents differ,while his entire physical and non-intentional mental histories, considered inisolation from their social context, remain the same. (We could have supposedthat he dropped dead at the time he first expressed his fear to the doctor.) Thedifferences seem to stem from differences ‘outside’ the patient considered asan isolated physical organism, causal mechanism, or seat of consciousness. Thedifference in his mental contents is attributable to differences in his social envir-onment. In sum, the patient’s internal qualitative experiences, his physiologicalstates and events, his behaviorally described stimuli and responses, his disposi-tions to behave, and whatever sequences of states (non-intentionally described)mediated his input and output—all these remain constant, while his attitudecontents differ, even in the extensions of counterpart notions. As we observedat the outset, such differences are ordinarily taken to spell differences in mentalstates and events.
 IIb. Further Exemplifications
 The argument has an extremely wide application. It does not depend, forexample, on the kind of word ‘arthritis’ is. We could have used an artifactterm, an ordinary natural kind word, a color adjective, a social role term, a termfor a historical style, an abstract noun, an action verb, a physical movement
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 verb, or any of various other sorts of words. I prefer to leave open preciselyhow far one can generalize the argument. But I think it has a very wide scope.The argument can get under way in any case where it is intuitively possible toattribute a mental state or event whose content involves a notion that the subjectincompletely understands. As will become clear, this possibility is the key tothe thought experiment. I want to give a more concrete sense of the possibilitybefore going further.
 It is useful to reflect on the number and variety of intuitively clear cases inwhich it is normal to attribute a content that the subject incompletely under-stands. One need only thumb through a dictionary for an hour or so to developa sense of the extent to which one’s beliefs are infected by incomplete under-standing.1 The phenomenon is rampant in our pluralistic age.
 a. Most cases of incomplete understanding that support the thought experi-ment will be fairly idiosyncratic. There is a reason for this. Common linguisticerrors, if entrenched, tend to become common usage. But a generally competentspeaker is bound to have numerous words in his repertoire, possibly even com-mon words, that he somewhat misconstrues. Many of these misconstruals willnot be such as to deflect ordinary ascriptions of that-clauses involving the incom-pletely mastered term in oblique occurrence. For example, one can imagine agenerally competent, rational adult having a large number of attitudes involvingthe notion of sofa—including beliefs that those (some sofas) are sofas, thatsome sofas are beige, that his neighbors have a new sofa, that he would rathersit in a sofa for an hour than on a church pew. In addition, he might thinkthat sufficiently broad (but single-seat) overstuffed armchairs are sofas. Withcare, one can develop a thought experiment parallel to the one in section IIa, inwhich at least some of the person’s attitude contents (particularly, in this case,contents of occurrent mental events) differ, while his physical history, disposi-tions to behavior, and phenomenal experience—non-intentionally and asociallydescribed—remain the same.
 b. Although most relevant misconstruals are fairly idiosyncratic, there do seemto be certain types of error which are relatively common—but not so commonand uniform as to suggest that the relevant terms take on new sense. Much ofour vocabulary is taken over from others who, being specialists, understand ourterms better than we do.2 The use of scientific terms by laymen is a rich source
 1 Our examples suggest points about learning that need exploration. It would seem naive to thinkthat we first attain a mastery of expressions or notions we use and then tackle the subject matters wespeak and think about in using those expressions or notions. In most cases, the processes overlap.But while the subject’s understanding is still partial, we sometimes attribute mental contents inthe very terms the subject has yet to master. Traditional views take mastering a word to consistin matching it with an already mastered (or innate) concept. But it would seem, rather, that manyconcepts (or mental content components) are like words, in that they may be employed before theyare mastered. In both cases, employment appears to be an integral part of the process of mastery.
 2 A development of a similar theme may be found in Hilary Putnam’s notion of a divisionof linguistic labor. Cf. “The Meaning of ‘Meaning’ ”, in Philosophical Papers, ii (Cambridge:
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 of cases. As the arthritis example illustrates, the thought experiment does notdepend on specially technical terms. I shall leave it to the imagination of thereader to spin out further examples of this sort.
 c. One need not look to the laymen’s acquisitions from science for examples.People used to buying beef brisket in stores or ordering it in restaurants (andconversant with it in a general way) probably often develop mistaken beliefs(or uncertainties) about just what brisket is. For example, one might think that
 Cambridge University Press, 1975), 227 ff. Putnam’s imaginative work is in other ways congenialwith points I have developed. Some of his examples can be adapted in fairly obvious ways so as togive an argument with different premises, but a conclusion complementary to the one I arrive at inSec. IIa.
 Consider Alfred’s belief contents involving the notion of water. Without changing Alfred’s (or hisfellows’) non-intentional phenomenal experiences, internal physical occurrences, or dispositions torespond to stimuli on sensory surfaces, we can imagine that not water (H2O), but a different liquidwith different structure but similar macro-properties (and identical phenomenal properties) playedthe role in his environment that water does in ours. In such a case, we could ascribe no contentclauses to Alfred with ‘water’ in oblique position. His belief contents would differ. The conclusion(with which I am in sympathy) is that mental contents are affected not only by the physical andqualitatively mental way the person is, but by the nature of his physical environment.
 Putnam himself does not give quite this argument. He nowhere states the first and third steps,though he gives analogs of them for the meaning of ‘water’. This is partly just a result of hisconcentration on meaning instead of propositional attitudes. But some of what he says even seemsto oppose the argument’s conclusion. He remarks in effect that the subject’s thoughts remain constantbetween his actual and counterfactual cases (p. 224). In his own argument he explicates the differencebetween actual and counterfactual cases in terms of a difference in the extension of terms, not adifference in those aspects of their meaning that play a role in the cognitive life of the subject. Andhe tries to explicate his examples in terms of indexicality—a mistake, I think, and one that tendsto divert attention from major implications of the examples he gives. (Cf. Sec. IId.) In my view,the examples do illustrate the fact that all attitudes involving natural kind notions, including dedicto attitudes, presuppose de re attitudes. But the examples do not show that natural kind linguisticexpressions are in any ordinary sense indexical. Nor do they show that beliefs involving natural kindnotions are always de re. Even if they did, the change from actual to counterfactual cases wouldaffect oblique occurrences of natural kind terms in that-clauses—occurrences that are the key toattributions of cognitive content. (Cf. above and note 3.) In the cited paper and earlier ones, muchof what Putnam says about psychological states (and implies about mental states) has a distinctlyindividualistic ring. Below in Sec. IV, I criticize viewpoints about mental phenomena influenced byand at least strongly suggested in his earlier work on functionalism. (Cf. note 9.)
 On the other hand, Putnam’s articulation of social and environmental aspects of the meaning ofnatural kind terms complements and supplements my viewpoint. For me, it has been a rich rewarderof reflection. More recent work of his seems to involve shifts in his viewpoint on psychologicalstates. It may have somewhat more in common with my approach than the earlier work, but thereis much that I do not understand about it.
 The argument regarding the notion of water that I extracted from Putnam’s paper is narrowerin scope than my argument. The Putnam-derived argument seems to work only for natural kindterms and close relatives. And it may seem not to provide as direct a threat to certain versions offunctionalism that I discuss in Sec. IV: At least a few philosophers would claim that one couldaccommodate the Putnamian argument in terms of non-intentional formulations of input–outputrelations (formulations that make reference to the specific nature of the physical environment). Myargument does not submit to this maneuver. In my thought experiment, the physical environment(sofas, arthritis, and so forth in my examples) and the subject’s causal relations with it (at leastas these are usually conceived) were held constant. The Putnamian argument, however, has fas-cinatingly different implications from my argument. I have not developed these comparisons andcontrasts here because doing justice to Putnam’s viewpoint would demand a distracting amount ofspace, as the ample girth of this footnote may suggest.
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 brisket is a cut from the flank or rump, or that it includes not only the lowerpart of the chest but also the upper part, or that it is specifically a cut of beefand not of, say, pork. No one hesitates to ascribe to such people content clauseswith ‘brisket’ in oblique occurrence. For example, a person may believe that heis eating brisket under these circumstances (where ‘brisket’ occurs in obliqueposition); or he may think that brisket tends to be tougher than loin. Some ofthese attitudes may be false; many will be true. We can imagine a counter-factual case in which the person’s physical history, his dispositions, and hisnon-intentional mental life, are all the same, but in which ‘brisket’ is commonlyapplied in a different way—perhaps in precisely the way the person thinks itapplies. For example, it might apply only to beef and to the upper and lowerparts of the chest. In such a case, as in the sofa and arthritis cases, it would seemthat the person would (or might) lack some or all of the propositional attitudesthat are actually attributed with content clauses involving ‘brisket’ in obliqueposition.
 d. Someone only generally versed in music history, or superficially acquaintedwith a few drawings of musical instruments, might naturally but mistakenlycome to think that clavichords included harpsichords without legs. He may havemany other beliefs involving the notion of clavichord, and many of these maybe true. Again, with some care, a relevant thought experiment can be generated.
 e. A fairly common mistake among lawyers’ clients is to think that one cannothave a contract with someone unless there has been a written agreement. Theclient might be clear in intending ‘contract’ (in the relevant sense) to apply toagreements, not to pieces of paper. Yet he may take it as part of the meaningof the word, or the essence of law, that a piece of formal writing is a neces-sary condition for establishing a contract. His only experiences with contractsmight have involved formal documents, and he undergeneralizes. It is not ter-ribly important here whether one says that the client misunderstands the term’smeaning, or alternatively that the client makes a mistake about the essence ofcontracts. In either case, he misconceives what a contract is; yet ascriptionsinvolving the term in oblique position are made anyway.
 It is worth emphasizing here that I intend the misconception to involve thesubject’s attaching counterfactual consequences to his mistaken belief about con-tracts. Let me elaborate this a bit. A common dictionary definition of ‘contract’is ‘legally binding agreement’. As I am imagining the case, the client does notexplicitly define ‘contract’ to himself in this way (though he might use thisphrase in explicating the term). And he is not merely making a mistake aboutwhat the law happens to enforce. If asked why unwritten agreements are notcontracts, he is likely to say something like ‘They just aren’t’ or ‘It is part ofthe nature of the law and legal practice that they have no force’. He is notdisposed without prodding to answer, ‘It would be possible but impractical togive unwritten agreements legal force’. He might concede this. But he wouldadd that such agreements would not be contracts. He regards a document as
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 inseparable from contractual obligation, regardless of whether he takes this tobe a matter of meaning or a metaphysical essentialist truth about contracts.
 Needless to say, these niceties are philosophers’ distinctions. They are notsomething an ordinary man is likely to have strong opinions about. My pointis that the thought experiment is independent of these distinctions. It does notdepend on misunderstandings of dictionary meaning. One might say that theclient understood the term’s dictionary meaning, but misunderstood its essen-tial application in the law—misconceived the nature of contracts. The thoughtexperiment still flies. In a counterfactual case in which the law enforces bothwritten and unwritten agreements and in which the subject’s behavior and soforth are the same, but in which ‘contract’ means ‘legally binding agreementbased on written document’, we would not attribute to him a mistaken beliefthat a contract requires written agreement, although the lawyer might have topoint out that there are other legally binding agreements that do not requiredocuments. Similarly, the client’s other propositional attitudes would no longerinvolve the notion of contract, but another more restricted notion.
 f. People sometimes make mistakes about color ranges. They may correctlyapply a color term to a certain color, but also mistakenly apply it to shades of aneighboring color. When asked to explain the color term, they cite the standardcases (for ‘red’, the color of blood, fire engines, and so forth). But they applythe term somewhat beyond its conventionally established range—beyond thereach of its vague borders. They think that fire engines, including that one, arered. They observe that red roses are covering the trellis. But they also think thatthose things are a shade of red (whereas they are not). Second looks do notchange their opinion. But they give in when other speakers confidently correctthem in unison.
 This case extends the point of the contract example. The error is linguistic orconceptual in something like the way that the shopper’s mistake involving thenotion of brisket is. It is not an ordinary empirical error. But one may reason-ably doubt that the subjects misunderstand the dictionary meaning of the colorterm. Holding their non-intentional phenomenal experience, physical history, andbehavioral dispositions constant, we can imagine that ‘red’ were applied as theymistakenly apply it. In such cases, we would no longer ascribe content clausesinvolving the term ‘red’ in oblique position. The attribution of the correct beliefsabout fire engines and roses would be no less affected than the attribution ofthe beliefs that, in the actual case, display the misapplication. Cases bearing outthe latter point are common in anthropological reports on communities whosecolor terms do not match ours. Attributions of content typically allow for thedifferences in conventionally established color ranges.
 Here is not the place to refine our rough distinctions among the variouskinds of misconceptions that serve the thought experiment. Our philosophicalpurposes do not depend on how these distinctions are drawn. Still, it is import-ant to see what an array of conceptual errors is common among us. And it
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 is important to note that such errors do not always or automatically preventattribution of mental content provided by the very terms that are incompletelyunderstood or misapplied. The thought experiment is nourished by this aspectof common practice.
 IIc. Expansion and Delineation of the Thought Experiment
 As I have tried to suggest in the preceding examples, the relevant attributions inthe first step of the thought experiment need not display the subject’s error. Theymay be attributions of a true content. We can begin with a propositional attitudethat involved the misconceived notion, but in a true, unproblematic applicationof it: for example, the patient’s belief that he, like his father, developed arthritisin the ankles and wrists at age 58 (where ‘arthritis’ occurs obliquely).
 One need not even rely on an underlying misconception in the thought exper-iment. One may pick a case in which the subject only partially understands anexpression. He may apply it firmly and correctly in a range of cases, but beunclear or agnostic about certain of its applications or implications which, infact, are fully established in common practice. Most of the examples we gavepreviously can be reinterpreted in this way. To take a new one, imagine that ourprotagonist is unsure whether his father has mortgages on the car and house, orjust one on the house. He is a little uncertain about exactly how the loan andcollateral must be arranged in order for there to be a mortgage, and he is notclear about whether one may have mortgages on anything other than houses.He is sure, however, that Uncle Harry paid off his mortgage. Imagine our manconstant in the ways previously indicated and that ‘mortgage’ commonly appliedonly to mortgages on houses. But imagine banking practices themselves to bethe same. Then the subject’s uncertainty would plausibly not involve the notionof mortgage. Nor would his other propositional attitudes be correctly attributedwith the term ‘mortgage’ in oblique position. Partial understanding is as goodas misunderstanding for our purposes.
 On the other hand, the thought experiment does appear to depend on thepossibility of someone’s having a propositional attitude despite an incompletemastery of some notion in its content. To see why this appears to be so, letus try to run through a thought experiment, attempting to avoid any imputa-tion of incomplete understanding. Suppose the subject thinks falsely that allswans are white. One can certainly hold the features of swans and the subject’snon-intentional phenomenal experience, physical history, and non-intentionaldispositions constant, and imagine that ‘swan’ meant ‘white swan’ (and per-haps some other term, unfamiliar to the subject, meant what ‘swan’ means).Could one reasonably interpret the subject as having different attitude contentswithout at some point invoking a misconception? The questions to be askedhere are about the subject’s dispositions. For example, in the actual case, if hewere shown a black swan and told that he was wrong, would he fairly naturallyconcede his mistake? Or would he respond, ‘I’m doubtful that that’s a swan,’
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 until we brought in dictionaries, encyclopedias, and other native speakers tocorrect his usage? In the latter case, his understanding of ‘swan’ would be devi-ant. Suppose then that in the actual situation he would respond normally to thecounterexample. Then there is reason to say that he understands the notion ofswan correctly; and his error is not conceptual or linguistic, but empirical in anordinary and narrow sense. (Of course, the line we are drawing here is prettyfuzzy.) When one comes to the counterfactual stage of the thought experiment,the subject has the same dispositions to respond pliably to the presentation of ablack specimen. But such a response would suggest a misunderstanding of theterm ‘swan’ as counterfactually used. For in the counterfactual community, whatthey call ‘swans’ could not fail to be white. The mere presentation of a blackswan would be irrelevant to the definitional truth ‘All swans are white’. I havenot set this case up as an example of the thought experiment’s going through.Rather I have used it to support the conjecture that if the thought experimentis to work, one must at some stage find the subject believing (or having someattitude characterized by) a content, despite an incomplete understanding ormisapplication. An ordinary empirical error appears not to be sufficient.
 It would be a mistake, however, to think that incomplete understanding, inthe sense that the argument requires, is in general an unusual or even devi-ant phenomenon. What I have called ‘partial understanding’ is common or evennormal in the case of a large number of expressions in our vocabularies. ‘Arth-ritis’ is a case in point. Even if by the grace of circumstance a person does notfall into views that run counter to the term’s meaning or application, it wouldnot be in the least deviant or ‘socially unacceptable’ to have no clear attitudethat would block such views. ‘Brisket’, ‘contract’, ‘recession’, ‘sonata’, ‘deer’,‘elm’ (to borrow a well-known example), ‘pre-amplifier’, ‘carburetor’, ‘gothic’,‘fermentation’, probably provide analogous cases. Continuing the list is largelya matter of patience. The sort of ‘incomplete understanding’ required by thethought experiment includes quite ordinary, nondeviant phenomena.
 It is worth remarking that the thought experiment as originally presentedmight be run in reverse. The idea would be to start with an ordinary belief orthought involving no incomplete understanding. Then we find the incompleteunderstanding in the second step. For example, properly understanding ‘arth-ritis’, a patient may think (correctly) that he has arthritis. He happens to haveheard of arthritis only occurring in joints, and he correctly believes that thatis where arthritis always occurs. Holding his physical history, dispositions, andpain constant, we imagine that ‘arthritis’ commonly applies to rheumatoid ail-ments of all sorts. Arthritis has not been singled out for special mention. If thepatient were told by a doctor ‘You also have arthritis in the thigh’, the patientwould be disposed (as he is in the actual case) to respond, ‘Really? I didn’tknow that one could have arthritis except in joints’. The doctor would answer,‘No, arthritis occurs in muscles, tendons, bursas, and elsewhere.’ The patientwould stand corrected. The notion that the doctor and patient would be operatingwith in such a case would not be that of arthritis.
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 My reasons for not having originally set out the thought experiment in thisway are largely heuristic. As will be seen, discussion of the thought experimentwill tend to center on the step involving incomplete understanding. And I wantedto encourage you, dear reader, to imagine actual cases of incomplete understand-ing in your own linguistic community. Ordinary intuitions in the domestic caseare perhaps less subject to premature warping in the interests of theory. Casesinvolving not only mental content attribution, but also translation of a foreigntongue, are more vulnerable to intrusion of side issues.
 A secondary reason for not beginning with this ‘reversed’ version of thethought experiment is that I find it doubtful whether the thought experimentalways works in symmetric fashion. There may be special intuitive problems incertain cases—perhaps, for example, cases involving perceptual natural kinds.We may give special interpretations to individuals’ misconceptions in imaginedforeign communities, when those misconceptions seem to match our concep-tions. In other words, there may be some systematic intuitive bias in favor ofat least certain of our notions for purposes of interpreting the misconceptionsof imagined foreigners. I do not want to explore the point here. I think thatany such bias is not always crucial, and that the thought experiment frequentlyworks ‘symmetrically’. We have to take account of a person’s community ininterpreting his words and describing his attitudes—and this holds in the foreigncase as well as in the domestic case.
 The reversal of the thought experiment brings home the important pointthat even those propositional attitudes not infected by incomplete understandingdepend for their content on social factors that are independent of the individual,asocially and non-intentionally described. For if the social environment hadbeen appropriately different, the contents of those attitudes would have beendifferent.
 Even apart from reversals of the thought experiment, it is plausible (in thelight of its original versions) that our well-understood propositional attitudesdepend partly for their content on social factors independent of the individual,asocially and non-intentionally construed. For each of us can reason as fol-lows. Take a set of attitudes that involve a given notion and whose contentsare well-understood by me. It is only contingent that I understand that notionas well as I do. Now holding my community’s practices constant, imagine thatI understand the given notion incompletely, but that the deficient understand-ing is such that it does not prevent my having attitude contents involving thatnotion. In fact, imagine that I am in the situation envisaged in the first stepof one of the original thought experiments. In such a case, a proper subsetof the original set of my actual attitude contents would, or might, remain thesame—intuitively, at least those of my actual attitudes whose justification orpoint is untouched by my imagined deficient understanding. (In the arthritiscase, an example would be a true belief that many old people have arthritis.)These attitude contents remain constant despite the fact that my understanding,inference patterns, behavior, dispositions, and so on would in important ways
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 be different and partly inappropriate to applications of the given notion. Whatis it that enables these unaffected contents to remain applications of the relevantnotion? It is not just that my understanding, inference patterns, behavior, andso forth are enough like my actual understanding, inference patterns, behavior,and so forth. For if communal practice had also varied so as to apply the rel-evant notion as I am imagining I misapply it, then my attitude contents wouldnot involve the relevant notion at all. This argument suggests that communalpractice is a factor (in addition to my understanding, inference patterns, andperhaps behavior, physical activity, and other features) in fixing the contents ofmy attitudes, even in cases where I fully understand the content.
 IId. Independence from Factive-Verb and Indexical-ReferenceParadigms
 The thought experiment does not play on psychological ‘success’ verbs or‘factive’ verbs—verbs like ‘know’, ‘regret’, ‘realize’, ‘remember’, ‘foresee’,‘perceive’. This point is important for our purposes, because such verbs suggestan easy and clearcut distinction between the contribution of the individual sub-ject and the objective, ‘veridical’ contribution of the environment to making theverbs applicable. (Actually the matter becomes more complicated on reflection,but we shall stay with the simplest cases.) When a person knows that snow iscommon in Greenland, his knowledge obviously depends on more than the waythe person is. It depends on there actually being a lot of snow in Greenland.His mental state (belief that snow is common in Greenland) must be successfulin a certain way (true). By changing the environment, one could change thetruth-value of the content, so that the subject could no longer be said to knowthe content. It is part of the burden of my argument that even intentional mentalstates of the individual like beliefs, which carry no implication of veridicalityor success, cannot be understood by focusing purely on the individual’s acts,dispositions, and ‘inner’ goings on.
 The thought experiment also does not rest on the phenomenon of indexicality,or on de re attitudes, in any direct way. When Alfred refers to an apple, saying tohimself, ‘That is wholesome,’ what he refers to depends not just on the contentof what he says or thinks, but on what apple is before him. Without altering themeaning of Alfred’s utterance, the nature of his perceptual experiences, or hisphysical acts or dispositions, we could conceive an exchange of the actual applefor another one that is indistinguishable to Alfred. We would thereby conceivehim as referring to something different and even as saying something with adifferent truth-value.
 This rather obvious point about indexicality has come to be seen as providinga model for understanding a certain range of mental states or events—de reattitudes. The precise characterization of this range is no simple philosophicaltask. But the clearest cases involve non-obliquely occurring terms in contentclauses. When we say that Bertrand thinks of some water that it would not slake
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 his thirst (where ‘water’ occurs in purely non-oblique position), we attributea de re belief to Bertrand. We assume that Bertrand has something like anindexical relation to the water. The fact that Bertrand believes something of somewater, rather than of a portion of some other liquid that is indistinguishable tohim, depends partly on the fact that it is water to which Bertrand is contextually,‘indexically’ related. For intuitively we could have exchanged the liquids withoutchanging Bertrand and thereby changed what Bertrand believed his belief contentof —and even whether his belief was true of it.3 It is easy to interpret suchcases by holding that the subject’s mental states and contents (with allowancesfor brute differences in the contexts in which he applies those contents) remainthe same. The differences in the situations do not pertain in any fundamentalway to the subject’s mind or the nature of his mental content, but to how hismind or content is related to the world.
 I think this interpretation of standard indexical and de re cases is broadlycorrect, although it involves oversimplifications and demands refinements. Butwhat I want to emphasize here is that it is inapplicable to the cases our thoughtexperiment fixes upon.
 It seems to me clear that the thought experiment need not rely on de reattitudes at all. The subject need not have entered into special en rapport orquasi-indexical relations with objects that the misunderstood term applies to inorder for the argument to work. We can appeal to attitudes that would usuallybe regarded as paradigmatic cases of de dicto, non-indexical, non-de-re, mentalattitudes or events. The primary mistake in the contract example is one such, butwe could choose others to suit the reader’s taste. To insist that such attitudes mustall be indexically infected or de re would, I think, be to trivialize and emasculatethese notions, making nearly all attitudes de re. All de dicto attitudes presupposede re attitudes. But it does not follow that indexical or de re elements survivein every attitude. (Cf. notes 2 and 3.)
 I shall not, however, argue this point here. The claim that is crucial isnot that our argument does not fix on de re attitudes. It is, rather, that thesocial differences between the actual and counterfactual situations affect thecontent of the subject’s attitudes. That is, the difference affects standard cases ofobliquely occurring, cognitive-content-conveying expressions in content clauses.For example, still with his misunderstanding, the subject might think that this(referring to his disease in his hands) is arthritis. Or he might think de re of thedisease in his ankle (or of the disease in his thigh) that his arthritis is painful. Itdoes not really matter whether the relevant attitude is de re or purely de dicto.What is crucial to our argument is that the occurrence of ‘arthritis’ is oblique and
 3 I have discussed de re mental phenomena in ‘Belief De Re’, The Journal of Philosophy, 74(1977), 338–62 (Ch. 3 above). There I argue that all attitudes with content presuppose de re attitudes.Our discussion here may be seen as bearing on the details of this presupposition. But for reasons Imerely sketch in the next paragraph, I think it would be a superficial viewpoint that tried to utilizeour present argument to support the view that nearly all intentional mental phenomena are covertlyindexical or de re.

Page 131
                        

116 Individualism and the Mental
 contributes to a characterization of the subject’s mental content. One might evenhold, implausibly I think, that all the subject’s attitudes involving the notion ofarthritis are de re, that ‘arthritis’ in that-clauses indexically picks out the prop-erty of being arthritis, or something like that. The fact remains that the termoccurs obliquely in the relevant cases and serves in characterizing the dicta orcontents of the subject’s attitudes. The thought experiment exploits this fact.
 Approaches to the mental that I shall later criticize as excessively individu-alistic tend to assimilate environmental aspects of mental phenomena to eitherthe factive-verb or the indexical-reference paradigm. (Cf. note 2.) This sortof assimilation suggests that one might maintain a relatively clearcut distinc-tion between extra-mental and mental aspects of mentalistic attributions. Andit may encourage the idea that the distinctively mental aspects can be under-stood fundamentally in terms of the individual’s abilities, dispositions, states,and so forth, considered in isolation from his social surroundings. My argumentundermines this latter suggestion. Social context infects even the distinctivelymental features of mentalistic attributions. No man’s intentional mental phe-nomena are insular. Every man is a piece of the social continent, a part of thesocial main.
 III . REINTERPRETATIONS
 IIIa. Methodology
 I find that most people unspoiled by conventional philosophical training regardthe three steps of the thought experiment as painfully obvious. Such folk tendto chafe over my filling in details or elaborating on strategy. I think this naiveteappropriate. But for sophisticates the three steps require defense.
 Before launching a defense, I want to make a few remarks about its meth-odology. My objective is to better understand our common mentalistic notions.Although such notions are subject to revision and refinement, I take it as evid-ent that there is philosophical interest in theorizing about them as they noware. I assume that a primary way of achieving theoretical understanding is toconcentrate on our discourse about mentalistic notions. Now it is, of course,never obvious at the outset how much idealization, regimentation, or specialinterpretation is necessary in order to adequately understand ordinary discourse.Phenomena such as ambiguity, ellipsis, indexicality, idioms, and a host of oth-ers certainly demand some regimentation or special interpretation for purposesof linguistic theory. Moreover, more global considerations—such as simplicityin accounting for structural relations—often have effects on the cast of one’stheory. For all that, there is a methodological bias in favor of taking naturaldiscourse literally, other things being equal. For example, unless there are clearreasons for construing discourse as ambiguous, elliptical, or involving specialidioms, we should not so construe it. Literal interpretation is ceteris paribus
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 preferred. My defense of the thought experiment, as I have interpreted it, partlyrests on this principle.
 This relatively non-theoretical interpretation of the thought experiment shouldbe extended to the gloss on it that I provided in Section IIc. The notions ofmisconception, incomplete understanding, conceptual or linguistic error, andordinary empirical error are to be taken as carrying little theoretical weight. Iassume that these notions mark defensible, commonsense distinctions. But I neednot take a position on available philosophical interpretations of these distinctions.In fact, I do not believe that understanding, in our examples, can be explicatedas independent of empirical knowledge, or that the conceptual errors of oursubjects are best seen as ‘purely’ mistakes about concepts and as involving no‘admixture’ of error about ‘the world’. With Quine, I find such talk about purityand mixture devoid of illumination or explanatory power. But my views on thismatter neither entail nor are entailed by the premises of the arguments I give (cf.e.g. Sec. IIId). Those arguments seem to me to remain plausible under any ofthe relevant philosophical interpretations of the conceptual-ordinary–empiricaldistinction.
 I have presented the experiment as appealing to ordinary intuition. I believethat common practice in the attribution of propositional attitudes is fairly repres-ented by the various steps. This point is not really open to dispute. Usage maybe divided in a few of the cases in which I have seen it as united. But broadlyspeaking, it seems to me undeniable that the individual steps of the thoughtexperiment are acceptable to ordinary speakers in a wide variety of examples.The issue open to possible dispute is whether the steps should be taken in theliteral way in which I have taken them, and thus whether the conclusion I havedrawn from those steps is justified. In the remainder of Section III, I shall tryto vindicate the literal interpretation of our examples. I do this by criticizing, inorder of increasing generality or abstractness, a series of attempts to reinterpretthe thought experiment’s first step. Ultimately, I suggest (Secs. IIId and IV)that these attempts derive from characteristically philosophical models that havelittle or no independent justification. A thoroughgoing review of these modelswould be out of bounds, but the present paper is intended to show that they aredeficient as accounts of our actual practice of mentalistic attribution.
 I shall have little further to say in defense of the second and third steps of thethought experiment. Both rest on their intuitive plausibility, not on some par-ticular theory. The third step, for example, certainly does not depend on a viewthat contents are merely sentences the subject is disposed to utter, interpretedas his community interprets them. It is compatible with several philosophicalaccounts of mental contents, including those that appeal to more abstract entitiessuch as Fregean thoughts or Russellian propositions, and those that seek to denythat content clauses indicate any thing that might be called a content. I also donot claim that the fact that our subject lacks the relevant beliefs in the third stepfollows from the facts I have described. The point is that it is plausible, andcertainly possible, that he would lack those beliefs.
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 The exact interpretation of the second step is relevant to a number of causal orfunctional theories of mental phenomena that I shall discuss in Section IV. Theintuitive idea of the step is that none of the different physical, non-intentionallydescribed causal chains set going by the differences in communal practice needaffect our subjects in any way that would be relevant to an account of their men-tal contents. Differences in the behavior of other members of the communitywill, to be sure, affect the gravitational forces exerted on the subject. But Iassume that these differences are irrelevant to macro-explanations of our sub-jects’ physical movements and inner processes. They do not relevantly affectordinary non-intentional physical explanations of how the subject acquires or isdisposed to use the symbols in his repertoire. Of course, the social origins ofa person’s symbols do differ between actual and counterfactual cases. I shallreturn to this point in Sections IV and V. The remainder of section III will bedevoted to the first step of the thought experiment.
 IIIb. Incomplete Understanding and Standard Casesof Reinterpretation
 The first step, as I have interpreted it, is the most likely to encounter opposition.In fact, there is a line of resistance that is second nature to linguistically orientedphilosophers. According to this line, we should deny that, say, the patient reallybelieved or thought that arthritis can occur outside of joints because he mis-understood the word ‘arthritis’. More generally, we should deny that a subjectcould have any attitudes whose contents he incompletely understands.
 What a person understands is indeed one of the chief factors that bear on whatthoughts he can express in using words. If there were not deep and importantconnections between propositional attitudes and understanding, one could hardlyexpect one’s attributions of mental content to facilitate reliable predictions ofwhat a person will do, say, or think. But our examples provide reason to believethat these connections are not simple entailments to the effect that having apropositional attitude strictly implies full understanding of its content.
 There are, of course, numerous situations in which we normally reinterpret ordiscount a person’s words in deciding what he thinks. Philosophers often invokesuch cases to bolster their animus against such attributions as the ones we madeto our subjects: ‘If a foreigner were to mouth the words “arthritis may occurin the thigh” or “my father had arthritis”, not understanding what he uttered inthe slightest, we would not say that he believed that arthritis may occur in thethigh, or that his father had arthritis. So why should we impute the belief to thepatient?’ Why, indeed? Or rather, why do we?
 The question is a good one. We do want a general account of these cases. Butthe implied argument against our attribution is anemic. We tacitly and routinelydistinguish between the cases I described and those in which a foreigner (oranyone) utters something without any comprehension. The best way to under-stand mentalistic notions is to recognize such differences in standard practice
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 and try to account for them. One can hardly justify the assumption that fullunderstanding of a content is in general a necessary condition for believing thecontent by appealing to some cases that tend to support the assumption in orderto reject others that conflict with it.
 It is a good method of discovery, I think, to note the sorts of cases philo-sophers tend to gravitate toward when they defend the view that the first stepin the thought experiment should receive special interpretation. By reflecting onthe differences between these cases and the cases we have cited, one shouldlearn something about principles controlling mentalistic attribution.
 I have already mentioned foreigners without command of the language. Achild’s imitation of our words and early attempts to use them provide simil-ar examples. In these cases, mastery of the language and responsibility to itsprecepts have not been developed; and mental content attribution based on themeaning of words uttered tends to be precluded.
 There are cases involving regional dialects. A person’s deviance or ignorancejudged by the standards of the larger community may count as normality or fullmastery when evaluated from the regional perspective. Clearly, the regionalstandards tend to be the relevant ones for attributing content when the speaker’straining or intentions are regionally oriented. The conditions for such orient-ation are complex, and I shall touch on them again in Section V. But thereis no warrant in actual practice for treating each person’s idiolect as alwaysanalogous to dialects whose words we automatically reinterpret—for purposesof mental content attribution—when usage is different. People are frequentlyheld, and hold themselves, to the standards of their community when misuseor misunderstanding are at issue. One should distinguish these cases, whichseem to depend on a certain responsibility to communal practice, from cases ofautomatic reinterpretation.
 Tongue slips and Spoonerisms form another class of example where rein-terpretation of a person’s words is common and appropriate in arriving at anattribution of mental content. In these cases, we tend to exempt the speaker evenfrom commitment to a homophonically formulated assertion content, as well asto the relevant mental content. The speaker’s own behavior usually follows thisline, often correcting himself when what he uttered is repeated back to him.
 Malapropisms form a more complex class of examples. I shall not try to mapit in detail. But in a fairly broad range of cases, we reinterpret a person’s wordsat least in attributing mental content. If Archie says, ‘Lead the way and wewill precede’, we routinely reinterpret the words in describing his expectations.Many of these cases seem to depend on the presumption that there are simple,superficial (for example, phonological) interference or exchange mechanismsthat account for the linguistic deviance.
 There are also examples of quite radical misunderstandings that sometimesgenerate reinterpretation. If a generally competent and reasonable speaker thinksthat ‘orangutan’ applies to a fruit drink, we would be reluctant, and it wouldunquestionably be misleading, to take his words as revealing that he thinks he
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 has been drinking orangutans for breakfast for the last few weeks. Such totalmisunderstanding often seems to block literalistic mental content attribution, atleast in cases where we are not directly characterizing his mistake. (Contraryto philosophical lore, I am not convinced that such a man cannot correctly andliterally be attributed a belief that an orangutan is a kind of fruit drink. But Ishall not deal with the point here.)
 There are also some cases that do not seem generally to prevent mentalcontent attribution on the basis of literal interpretation of the subject’s wordsin quite the same way as the others, but which deserve some mention. Foralmost any content except for those that directly display the subject’s incompleteunderstanding, there will be many contexts in which it would be misleading toattribute that content to the subject without further comment. Suppose I amadvising you about your legal liabilities in a situation where you have enteredinto what may be an unwritten contract. You ask me what Al would think. Itwould be misleading for me to reply that Al would think that you do not havea contract (or even do not have any legal problems), if I know that Al thinks acontract must be based on a formal document. Your evaluation of Al’s thoughtwould be crucially affected by his inadequate understanding. In such cases, it isincumbent on us to cite the subject’s eccentricity: ‘(He would think that you donot have a contract, but then) he thinks that there is no such thing as a verballybased contract.’
 Incidentally, the same sort of example can be constructed using attitudes thatare abnormal, but that do not hinge on misunderstanding of any one notion. IfAl had thought that only traffic laws and laws against violent crimes are everprosecuted, it would be misleading for me to tell you that Al would think thatyou have no legal problems.
 Both sorts of cases illustrate that in reporting a single attitude content, wetypically suggest (implicate, perhaps) that the subject has a range of other atti-tudes that are normally associated with it. Some of these may provide reasonsfor it. In both sorts of cases, it is usually important to keep track of, and often tomake explicit, the nature and extent of the subject’s deviance. Otherwise, pre-dictions and evaluations of his thought and action, based on normal backgroundassumptions, will go awry. When the deviance is huge, attributions demandreinterpretation of the subject’s words. Radical misunderstanding and mentalinstability are cases in point. But frequently, common practice seems to allowus to cancel the misleading suggestions by making explicit the subject’s devi-ance, retaining literal interpretation of his words in our mentalistic attributionsall the while.
 All of the foregoing phenomena are relevant to accounting for standard prac-tice. But they are no more salient than cases of straightforward belief attributionwhere the subject incompletely understands some notion in the attributed beliefcontent. I think any impulse to say that common practice is simply incon-sistent should be resisted (indeed, scorned). We cannot expect such practiceto follow general principles rigorously. But even our brief discussion of the
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 matter should have suggested the beginnings of generalizations about differ-ences between cases where reinterpretation is standard and cases where it isnot. A person’s overall linguistic competence, his allegiance and responsibilityto communal standards, the degree, source, and type of misunderstanding, thepurposes of the report—all affect the issue. From a theoretical point of view,it would be a mistake to try to assimilate the cases in one direction or another.We do not want to credit a two-year-old who memorizes ‘e = mc2’ with beliefin relativity theory. But the patient’s attitudes involving the notion of arthritisshould not be assimilated to the foreigner’s uncomprehending pronunciations.
 For purposes of defending the thought experiment and the arguments I drawfrom it, I can afford to be flexible about exactly how to generalize about thesevarious phenomena. The thought experiment depends only on there being somecases in which a person’s incomplete understanding does not force reinterpret-ation of his expressions in describing his mental contents. Such cases appear tobe legion.
 IIIc. Four Methods of Reinterpreting the Thought Experiment
 I now want to criticize attempts to argue that even in cases where we ordin-arily do ascribe content clauses despite the subject’s incomplete understandingof expressions in those clauses, such ascriptions should not be taken literally.In order to overturn our interpretation of the thought experiment’s first step,one must argue that none of the cases I have cited is appropriately taken inthe literal manner. One must handle (apparent) attributions of unproblematicallytrue contents involving incompletely mastered notions, as well as attributionsof contents that display the misconceptions or partial understandings. I do notdoubt that one can erect logically coherent and metaphysically traditional rein-terpretations of all these cases. What I doubt is that such reinterpretations takenin toto can present a plausible view, and that taken individually they have anyclaim to superiority over the literal interpretations—either as accounts of thelanguage of ordinary mentalistic ascription, or as accounts of the evidence onwhich mental attributions are commonly based.
 Four types of reinterpretation have some currency. I shall be rather shortwith the first two, the first of which I have already warned against in SectionIId. Sometimes relevant mentalistic ascriptions are reinterpreted as attributionsof de re attitudes of entities not denoted by the misconstrued expressions. Forexample, the subject’s belief that he has arthritis in the thigh might be interpretedas a belief of the non-arthritic rheumatoid ailment that it is in the thigh. Thesubject will probably have such a belief in this case. But it hardly accountsfor the relevant attributions. In particular, it ignores the oblique occurrence of‘arthritis’ in the original ascription. Such occurrences bear on a characterizationof the subject’s viewpoint. The subject thinks of the disease in his thigh (andof his arthritis) in a certain way. He thinks of each disease that it is arthritis.Other terms for arthritis (or for the actual trouble in his thigh) may not enable
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 us to describe his attitude content nearly as well. The appeal to de re attitudesin this way is not adequate to the task of reinterpreting these ascriptions so asto explain away the difference between actual and counterfactual situations. Itsimply overlooks what needs explication.
 A second method of reinterpretation, which Descartes proposed (cf. Sec. IV)and which crops up occasionally, is to claim that in cases of incomplete under-standing, the subject’s attitude or content is indefinite. It is surely true that incases where a person is extremely confused, we are sometimes at a loss indescribing his attitudes. Perhaps in such cases, the subject’s mental content isindefinite. But in the cases I have cited, common practice lends virtually nosupport to the contention that the subject’s mental contents are indefinite. Thesubject and his fellows typically know and agree on precisely how to confirm orinfirm his beliefs—both in the cases where they are unproblematically true (orjust empirically false) and in the cases where they display the misconception.Ordinary attributions typically specify the mental content without qualificationsor hesitations.
 In cases of partial understanding—say, in the mortgage example—it mayindeed be unclear, short of extensive questioning, just how much masterythe subject has. But even this sort of unclarity does not appear to prevent,under ordinary circumstances, straightforward attributions utilizing ‘mortgage’in oblique position. The subject is uncertain whether his father has two mort-gages; he knows that his uncle has paid off the mortgage on his house. Thecontents are unhesitatingly attributed and admit of unproblematic testing fortruth-value, despite the subject’s partial understanding. There is thus little primafacie ground for the appeal to indefiniteness. The appeal appears to derivefrom a prior assumption that attribution of a content entails attribution of fullunderstanding. Lacking an easy means of attributing something other than themisunderstood content, one is tempted to say that there is no definite content.But this is unnecessarily mysterious. It reflects on the prior assumption, whichso far has no independent support.
 The other two methods of reinterpretation are often invoked in tandem. One isto attribute a notion that just captures the misconception, thus replacing contentsthat are apparently false on account of the misconception, by true contents. Forexample, the subject’s belief (true or false) that that is a sofa would be replacedby, or reinterpreted as, a (true) belief that that is a chofa, where ‘chofa’ isintroduced to apply not only to sofas, but also to the armchairs the subjectthinks are sofas. The other method is to count the error of the subject as purelymetalinguistic. Thus the patient’s apparent belief that he had arthritis in thethigh would be reinterpreted as a belief that ‘arthritis’ applied to something (orsome disease) in his thigh. The two methods can be applied simultaneously,attempting to account for an ordinary content attribution in terms of a reinter-preted object-level content together with a metalinguistic error. It is importantto remember that in order to overturn the thought experiment, these methodsmust not only establish that the subject held the particular attitudes that they
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 advocate attributing; they must also justify a denial of the ordinary attributionsliterally interpreted.
 The method of invoking object-level notions that precisely capture (andthat replace) the subject’s apparent misconception has little to be said for itas a natural and generally applicable account of the language of mentalist-ic ascriptions. We do not ordinarily seek out true object-level attitude con-tents to attribute to victims of errors based on incomplete understanding. Forexample, when we find that a person has been involved in a misconceptionin examples like ours, we do not regularly reinterpret those ascriptions thatinvolved the misunderstood term, but were intuitively unaffected by the error.An attribution to someone of a true belief that he is eating brisket, or thathe has just signed a contract, or that Uncle Harry has paid off his mort-gage, is not typically reformulated when it is learned that the subject hadnot fully understood what brisket (or a contract, or a mortgage) is. A simil-ar point applies when we know about the error at the time of the attribution—atleast if we avoid misleading the audience in cases where the error is crucialto the issue at hand. Moreover, we shall frequently see the subject as shar-ing beliefs with others who understand the relevant notions better. In countingbeliefs as shared, we do not require, in every case, that the subjects ‘fully under-stand’ the notions in those belief contents, or understand them in just the sameway. Differences in understanding are frequently located as differences overother belief contents. We agree that you have signed a contract, but disagreeover whether someone else could have made a contract by means of a verbalagreement.
 There are reasons why ordinary practice does not follow the method ofobject-level reinterpretation. In many cases, particularly those involving par-tial understanding, finding a reinterpretation in accord with the method wouldbe entirely non-trivial. It is not even clear that we have agreed upon means ofpursuing such inquiries in all cases. Consider the arthritic patient. Suppose weare to reinterpret the attribution of his erroneous belief that he has arthritis inthe thigh. We make up a term ‘tharthritis’ that covers arthritis and whateverit is he has in his thigh. The appropriate restrictions on the application of thisterm and of the patient’s supposed notion are unclear. Is just any problem inthe thigh that the patient wants to call ‘arthritis’ to count as tharthritis? Areother ailments covered? What would decide? The problem is that there are norecognized standards governing the application of the new term. In such cases,the method is patently ad hoc.
 The method’s willingness to invoke new terminology whenever conceptualerror or partial understanding occurs is ad hoc in another sense. It prolifer-ates terminology without evident theoretical reward. We do not engender betterunderstanding of the patient by inventing a new word and saying that he thought(correctly) that tharthritis can occur outside joints. It is simpler and equallyinformative to construe him as thinking that arthritis may occur outside joints.When we are making other attributions that do not directly display the error, we
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 must simply bear the deviant belief in mind, so as not to assume that all of thepatient’s inferences involving the notion would be normal.
 The method of object-level reinterpretation often fails to give a plausibleaccount of the evidence on which we base mental attributions. When caughtin the sorts of errors we have been discussing, the subject does not normallyrespond by saying that his views had been misunderstood. The patient does notsay (or think) that he had thought he had some-category-of-disease-like-arthritis-and-including-arthritis-but-also-capable-of-occurring-outside-of-joints in thethigh instead of the error commonly attributed. This sort of response wouldbe disingenuous. Whatever other beliefs he had, the subject thought that he hadarthritis in the thigh. In such cases, the subject will ordinarily give no evidence ofhaving maintained a true object-level belief. In examples like ours, he typicallyadmits his mistake, changes his views, and leaves it at that. Thus the subject’sown behavioral dispositions and inferences often fail to support the method.
 The method may be seen to be implausible as an account of the relevant evid-ence in another way. The patient knows that he has had arthritis in the ankleand wrists for some time. Now with his new pains in the thigh, he fears andbelieves that he has got arthritis in the thigh, that his arthritis is spreading. Sup-pose we reinterpret all of these attitude attributions in accord with the method.We use our recently coined term ‘tharthritis’ to cover (somehow) arthritis andwhatever it is he has in the thigh. On this new interpretation, the patient is rightin thinking that he has tharthritis in the ankle and wrists. His belief that it haslodged in the thigh is true. His fear is realized. But these attributions are out ofkeeping with the way we do and should view his actual beliefs and fears. Hisbelief is not true, and his fear is not realized. He will be relieved when he is toldthat one cannot have arthritis in the thigh. His relief is bound up with a networkof assumptions that he makes about his arthritis: that it is a kind of disease, thatthere are debilitating consequences of its occurring in multiple locations, and soon. When told that arthritis cannot occur in the thigh, the patient does not decidethat his fears were realized, but that perhaps he should not have had those fears.He does not think: Well, my tharthritis has lodged in the thigh; but judging fromthe fact that what the doctor called ‘arthritis’ cannot occur in the thigh, tharth-ritis may not be a single kind of disease; and I suppose I need not worry aboutthe effects of its occurring in various locations, since evidently the tharthritisin my thigh is physiologically unrelated to the tharthritis in my joints. Therewill rarely if ever be an empirical basis for such a description of the subject’sinferences. The patient’s behavior (including his reports, or thinkings-out-loud)in this sort of case will normally not indicate any such pattern of inferencesat all. But this is the description that the object-level reinterpretation methodappears to recommend.
 On the standard attributions, the patient retains his assumptions about the rela-tion between arthritis, kinds of disease, spreading, and so on. And he concludesthat his arthritis is not appearing in new locations—at any rate, not in his thigh.These attributions will typically be supported by the subject’s behavior. The
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 object-level reinterpretation method postulates inferences that are more com-plicated and different in focus from the inferences that the evidence supports.The method’s presentation in such a case would seem to be an ad hoc fiction,not a description with objective validity.
 None of the foregoing is meant to deny that frequently when a person incom-pletely understands an attitude content he has some other attitude content thatmore or less captures his understanding. For example, in the contract example,the client will probably have the belief that if one breaks a legally bindingagreement based on formal documents, then one may get into trouble. There arealso cases in which it is reasonable to say that, at least in a sense, a personhas a notion that is expressed by his dispositions to classify things in a certainway—even if there is no conventional term in the person’s repertoire that neatlycorresponds to that ‘way’. The sofa case may be one such. Certain animals aswell as people may have non-verbal notions of this sort. On the other hand, thefact that such attributions are justifiable per se yields no reason to deny thatthe subject (also) has object-level attitudes whose contents involve the relevantincompletely understood notion.
 Whereas the third method purports to account for the subject’s thinking at theobject level, the fourth aims at accounting for his error. The error is construedas purely a metalinguistic mistake. The relevant false content is seen to involvenotions that denote or apply to linguistic expressions. In examples relevant to ourthought experiment, we ordinarily attribute a metalinguistic as well as an object-level attitude to the subject, at least in the case of non-occurrent propositionalattitudes. For example, the patient probably believes that ‘arthritis’ applies inEnglish to the ailment in his thigh. He believes that his father had a disease called‘arthritis’. And so on. Accepting these metalinguistic attributions, of course, doesnothing per se toward making plausible a denial that the subjects in our exampleshave the counterpart object-level attitudes.
 Like the third method, the metalinguistic reinterpretation method has no primafacie support as an account of the language of mentalistic ascriptions. When weencounter the subject’s incomplete understanding in examples like ours, we donot decide that all the mental contents which we had been attributing to himwith the misunderstood notion must have been purely metalinguistic in form.We also count people who incompletely understand terms in ascribed contentclauses as sharing true and unproblematic object-level attitudes with others whounderstand the relevant terms better. For example, the lawyer and his clientmay share a wish that the client had not signed the contract to buy the housewithout reading the small print. A claim that these people share only attitudeswith metalinguistic contents would have no support in linguistic practice.
 The point about shared attitudes goes further. If the metalinguistic reinterpret-ation account is to be believed, we cannot say that a relevant English speakershares a view (for example) that many old people have arthritis, with anyonewho does not use the English word ‘arthritis’. For the foreigner does not havethe word ‘arthritis’ to hold beliefs about, though he does have attitudes involving
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 the notion arthritis. And the attribution to the English speaker is to be interpretedmetalinguistically, making reference to the word, so as not to involve attribu-tion of the notion arthritis. This result is highly implausible. Ascriptions of suchthat-clauses as the above, regardless of the subject’s language, serve to providesingle descriptions and explanations of similar patterns of behavior, inference,and communication. To hold that we cannot accurately ascribe single contentclauses to English speakers and foreigners in such cases would not only accordbadly with linguistic practice. It would substantially weaken the descriptiveand explanatory power of our common attributions. In countless cases, unify-ing accounts of linguistically disparate but cognitively and behaviorally similarphenomena would be sacrificed.
 The method is implausible in other cases as an account of standard evidenceon which mental attributions are based. Take the patient who fears that hisarthritis is spreading. According to the metalinguistic reinterpretation method,the patient’s reasoning should be described as follows. He thinks that the word‘arthritis’ applies to a single disease in him, that the disease in him called‘arthritis’ is debilitating if it spreads, that ‘arthritis’ applies to the disease in hiswrists and ankles. He fears that the disease called ‘arthritis’ has lodged in histhigh, and so on. Of course, it is often difficult to find evidential grounds forattributing an object-level attitude as opposed to its metalinguistic counterpart.As I noted, when a person holds one attitude, he often holds the other. But thereare types of evidence, in certain contexts, for making such discriminations,particularly contexts in which occurrent mental events are at issue. The subjectmay maintain that his reasoning did not fix upon words. He may be broughtup short by a metalinguistic formulation of his just-completed ruminations, andmay insist that he was not interested in labels. In such cases, especially if thereasoning is not concerned with linguistic issues in any informal or antecedentlyplausible sense, attribution of an object-level thought content is supported bythe relevant evidence, and metalinguistic attribution is not. To insist that theoccurrent mental event really involved a metalinguistic content would be a pieceof ad hoc special pleading, undermined by the evidence we actually use fordeciding whether a thought was metalinguistic.
 In fact, there appears to be a general presumption that a person is reasoning atthe object level, other things being equal. The basis for this presumption is thatmetalinguistic reasoning requires a certain self-consciousness about one’s wordsand social institutions. This sort of sophistication emerged rather late in humanhistory. (Cf. any history of linguistics.) Semantical notions were a product ofthis sophistication.
 Occurrent propositional attitudes prevent the overall reinterpretation strategyfrom providing a plausible total account which would block our thought experi-ment. For such occurrent mental events as the patient’s thought that his arthritisis especially painful in the knee this morning are, or can be imagined tobe, clear cases of object-level attitudes. And such thoughts may enter into orconnect up with pieces of reasoning—say the reasoning leading to relief that
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 the arthritis had not lodged in the thigh—which cannot be plausibly accountedfor in terms of object-level reinterpretation. The other reinterpretation methods(those that appeal to de re contents and to indefiniteness) are non-starters. Insuch examples, the literally interpreted ascriptions appear to be straightforwardlysuperior accounts of the evidence that is normally construed to be relevant. Hereone need not appeal to the principle that literal interpretation is, other thingsequal, preferable to reinterpretation. Other things are not equal.
 At this point, certain philosophers may be disposed to point out that what aperson says and how he behaves do not infallibly determine what his attitudecontents are. Despite the apparent evidence, the subject’s attitude contents mayin all cases I cited be metalinguistic, and may fail to involve the incompletelyunderstood notion. It is certainly true that how a person acts and what he says,even sincerely, do not determine his mental contents. I myself have mentioneda number of cases that support the point. (Cf. Sec. IIIb.) But the point is oftenused in a sloppy and irresponsible manner. It is incumbent on someone makingit (and applying it to cases like ours) to indicate considerations that overridethe linguistic and behavioral evidence. In section IIId, I shall consider intuitiveor apriori philosophical arguments to this end. But first I wish to complete myevaluation of the metalinguistic reinterpretation method as an account of thelanguage of mentalistic ascription in our examples.
 In this century philosophers have developed the habit of insisting on meta-linguistic reinterpretation for any content attribution that directly displays thesubject’s incomplete understanding. These cases constitute but a small numberof the attributions that serve the thought experiment. One could grant thesereinterpretations and still maintain our overall viewpoint. But even as appliedto these cases, the method seems dubious. I doubt that any evidentially sup-ported account of the language of these attributions will show them in generalto be attributions of metalinguistic contents—contents that involve denotativereference to linguistic expressions.
 The ascription ‘He believes that broad overstuffed armchairs are sofas’, asordinarily used, does not in general mean ‘He believes that broad, overstuffedarmchairs are covered by the expression “sofas” ’ (or something like that). Thereare clear grammatical and semantical differences between
 (i) broad, overstuffed armchairs are covered by the expression ‘sofas’
 and
 (ii) broad, overstuffed armchairs are sofas.
 When the two are embedded in belief contexts, they produce grammatically andsemantically distinct sentences.
 As noted, ordinary usage approves ascriptions like
 (iii) He believes that broad, overstuffed armchairs are sofas.
 It would be wildly ad hoc and incredible from the point of view of linguistictheory to claim that there is no reading of (iii) that embeds (ii). But there is no
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 evidence from speaker behavior that true ascriptions of (iii) always (or perhapseven ever) derive from embedding (i) rather than (ii). In fact, I know of no clearevidence that (iii) is ambiguous between embedding (i) and (ii), or that (ii) isambiguous, with one reading identical to that of (i). People do not in generalseem to regard ascriptions like (iii) as elliptical. More importantly in most casesno amount of non-philosophical badgering will lead them to withdraw (iii), undersome interpretation, in favor of an ascription that clearly embeds (i). At leastin the cases of non-occurrent propositional attitudes, they will tend to agreeto a clearly metalinguistic ascription—a belief sentence explicitly embeddingsomething like (i)—in cases where they make an ascription like (iii). But thisis evidence that they regard ascriptions that embed (i) and (ii) as both true. Ithardly tells against counting belief ascriptions that embed (ii) as true, or againsttaking (iii) in the obvious, literal manner. In sum, there appears to be no ordinaryempirical pressure on a theory of natural language to represent true ascriptionslike (iii) as not embedding sentences like (ii). And other things being equal,literal readings are correct readings. Thus it is strongly plausible to assume thatordinary usage routinely accepts as true and justified even ascriptions like (iii),literally interpreted as embedding sentences like (ii).
 There are various contexts in which we may be indifferent over whether toattribute a metalinguistic attitude or the corresponding object-level attitude. Ihave emphasized that frequently, though not always, we may attribute both. Orwe might count the different contents as describing what contextually ‘amountto the same attitude’. (Cf. Sec. I.) Even this latter locution remains compatiblewith the thought experiment, as long as both contents are equally attributable indescribing ‘the attitude’. In the counterfactual step of the thought experiment, themetalinguistic content (say, that broad, overstuffed armchairs are called ‘sofas’)will still be attributable. But in these circumstances it contextually ‘amounts tothe same attitude’ as an object-level attitude whose content is in no sense equival-ent to, or ‘the same as’, the original object-level content. For they have differenttruth values. Thus, assuming that the object-level and metalinguistic contents areequally attributable, it remains informally plausible that the person’s attitudesare different between actual and counterfactual steps in the thought experiment.This contextual conflation of object-level and metalinguistic contents is not,however, generally acceptable even in describing non-occurrent attitudes, muchless occurrent ones. There are contexts in which the subject himself may giveevidence of making the distinction.
 IIId. Philosophical Arguments for Reinterpretation
 I have so far argued that the reinterpretation strategies that I have cited do notprovide a plausible account of evidence relevant to a theory of the language ofmentalistic ascriptions or to descriptions of mental phenomena themselves. I nowwant to consider characteristically philosophical arguments for revising ordinarydiscourse or for giving it a non-literal reading, arguments that rely purely on
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 intuitive or apriori considerations. I have encountered three such arguments, orargument sketches.4
 One holds that the content clauses we ascribed must be reinterpreted so asto make reference to words because they clearly concern linguistic matters—orare about language. Even if this argument were sound, it would not affect thethought experiment decisively. For most of the mental contents that vary betweenactual and counterfactual situations are not in any intuitive sense ‘linguistic’.The belief that certain armchairs are sofas is intuitively linguistic. But beliefsthat some sofas are beige, that Kirkpatrick is playing a clavichord, and thatMilton had severe arthritis in his hands are not.
 But the argument is unpersuasive even as applied to the contents that, in anintuitive sense, do concern linguistic matters. A belief that broad, overstuffedarmchairs are sofas is linguistic (or ‘about’ language) in the same senses as an‘analytically’ true belief that no armchairs are sofas. But the linguistic natureof the latter belief does not make its logical form metalinguistic. So citing thelinguistic nature of the former belief does not suffice to show it metalinguistic.No semantically relevant component of either content applies to or denoteslinguistic expressions.
 Both the ‘analytically’ true and the ‘analytically’ false attitudes are linguisticin the sense that they are tested by consulting a dictionary or native linguisticintuitions, rather than by ordinary empirical investigation. We do not scrutinizepieces of furniture to test these beliefs. The pragmatic focus of expressionsof these attitudes will be on usage, concepts, or meaning. But it is simply amistake to think that these facts entail, or even suggest, that the relevant contentsare metalinguistic in form. Many contents with object-level logical forms haveprimarily linguistic or conceptual implications.
 A second argument holds that charitable interpretation requires that we notattribute to rational people beliefs like the belief that one may have arthritis in thethigh. Here again, the argument obviously does not touch most of the attitudesthat may launch the thought experiment; for many are straightforwardly true,or false, on ordinary empirical grounds. Even so, it is not a good argument.There is nothing irrational or stupid about the linguistic or conceptual errors weattribute to our subjects. The errors are perfectly understandable as results oflinguistic misinformation.
 4 Cf. my ‘Belief and Synonymy’, The Journal of Philosophy, 75 (1978), 119–138, sec. III,where I concentrate on attribution of belief contents containing ‘one criterion’ terms like ‘vixen’ or‘fortnight’ which the subject misunderstands. The next several pages interweave some of the pointsin that paper. I think that a parallel thought experiment involving even these words is constructible,at least for a narrowly restricted set of beliefs. We can imagine that the subject believes that somefemale foxes—say, those that are virgins—are not vixens. Or he could believe that a fortnightis a period of ten days. (I believed this for many years.) Holding his physical history, qualitativeexperience, and dispositions constant, we can conceive of his linguistic community defining theseterms as he actually misunderstands them. In such a case, his belief contents would differ from hisactual ones.
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 In fact, the argument makes sense only against the background of the veryassumption that I have been questioning. A belief that arthritis may occur in thethigh appears to be inexplicable or uncharitably attributed only if it is assumedthat the subject must fully understand the notions in his attitude contents.
 A third intuitive or apriori argument is perhaps the most interesting. Some-times it is insisted that we should not attribute contents involving incompletelyunderstood notions because the individual must mean something different by themisunderstood word than what we non-deviant speakers mean by it. Note againthat it would not be enough to use this argument from deviant speaker meaningto show that the subject has notions that are not properly expressed in the wayhe thinks they are. In some sense of ‘expressed’, this is surely often the case. Tobe relevant, the argument must arrive at a negative conclusion: that the subjectcannot have the attitudes that seem commonly to be attributed.
 The expression ‘the individual meant something different by his words’ canbe interpreted in more than one way. On one group of interpretations, the expres-sion says little more than that the speaker incompletely understood his words:The patient thought ‘arthritis’ meant something that includes diseases that occuroutside of joints. The client would have misexplained the meaning, use, orapplication of ‘contract’. The subject applied ‘sofa’ to things that, unknownto him, are not sofas. A second group of interpretations emphasizes that notonly does the speaker misconstrue or misapply his words, but he had in mindsomething that the words do not denote or express. The subject sometimeshad in mind certain armchairs when he used ‘sofa’. The client regarded thenotion of legal agreement based on written documents as approximately inter-changeable with what is expressed by ‘contract’, and thus had such a notionin mind when he used ‘contract’. A person with a problem about the range ofred might sometimes have in mind a mental image of a non-red color when heused ‘red’.
 The italicized premise of the argument is, of course, always true in ourexamples under the first group of interpretations, and often true under the second.But interpreted in these ways, the argument is a non sequitur. It does not followfrom the assumption that the subject thought that a word means something thatit does not (or misapplies the word, or is disposed to misexplain its meaning)that the word cannot be used in literally describing his mental contents. It doesnot follow from the assumption that a person has in mind something that aword does not denote or express that the word cannot occur obliquely (and beinterpreted literally) in that-clauses that provide some of his mental contents.As I have pointed out in Section IIIb, there is a range of cases in which wecommonly reinterpret a person’s incompletely understood words for purposes ofmental-content attribution. But the present argument needs to show that deviantspeaker meaning always forces such reinterpretation.
 In many of our examples, the idea that the subject has some deviant notionin mind has no intuitively clear application. (Consider the arthritis and mortgageexamples.) But even where this expression does seem to apply, the argument
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 does not support the relevant conclusion. At best it shows that a notion deviantlyassociated with a word plays a role in the subject’s attitudes. For example,someone who has in mind the notion of an agreement based on written docu-ments when he says ‘I have just entered into a contract’, may be correctly saidto believe that he has just entered into an agreement based on written docu-ments. It does not follow from this that he lacks a belief or thought that he hasjust entered into a contract. In fact, in our view, the client’s having the deviantnotion in mind is a likely consequence of the fact that he believes that contractsare impossible without a written document.
 Of course, given the first, more liberal set of interpretations of ‘means some-thing different’, the fact that in our examples the subject means somethingdifferent by his words (or at least applies them differently) is implied by cer-tain of his beliefs. It is implied by a belief that he has arthritis in the thigh.A qualified version of the converse implication also holds. Given appropriatebackground assumptions, the fact that the subject has certain deviant (object-level) beliefs is implied by his meaning something different by his words. Sofar, no argument has shown that we cannot accept these implications and retainthe literal interpretation of common mentalistic ascriptions.
 The argument from deviant speaker meaning downplays an intuitive featurethat can be expected to be present in many of our examples. The subject’swillingness to submit his statement and belief to the arbitration of an authoritysuggests a willingness to have his words taken in the normal way—regardless ofmistaken associations with the word. Typically, the subject will regard recourseto a dictionary, and to the rest of us, as at once a check on his usage and hisbelief. When the verdict goes against him, he will not usually plead that we havesimply misunderstood his views. This sort of behavior suggests that (given thesorts of background assumptions that common practice uses to distinguish ourexamples from those of foreigners, radical misunderstandings, and so forth) wecan say that in a sense our man meant by ‘arthritis’ arthritis —where ‘arthritis’occurs, of course, obliquely. We can say this despite the fact that his incompleteunderstanding leads us, in one of the senses explicated earlier, to say that hemeant something different by ‘arthritis’.
 If one tries to turn the argument from deviant speaker meaning into a validargument, one arrives at an assumption that seems to guide all three of thephilosophical arguments I have discussed. The assumption is that what a personthinks his words mean, how he takes them, fully determines what attitudes hecan express in using them: the contents of his mental states and events arestrictly limited to notions, however idiosyncratic, that he understands; a personcannot think with notions he incompletely understands. But supplemented withthis assumption, the argument begs the question at issue.
 The least controversial justification of the assumption would be an appealto standard practice in mentalistic attributions. But standard practice is whatbrought the assumption into question in the first place. Of course, usage is notsacred if good reasons for revising it can be given. But none have been.
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 The assumption is loosely derived, I think, from the old model according towhich a person must be directly acquainted with, or must immediately appre-hend, the contents of his thoughts. None of the objections explicitly invokes thismodel—and many of their proponents would reject it. But I think that all theobjections derive some of their appeal from philosophical habits that have beenmolded by it. I shall discuss this model further in Section IV.
 One may, of course, quite self-consciously neglect certain aspects of commonmentalistic notions in the interests of a revised or idealized version of them. Onesuch idealization could limit itself to just those attitudes involving ‘full under-standing’ (for some suitably specified notion of understanding). This limitationis less clearcut than one might suppose, since the notion of understanding itselftends to be used according to misleading stereotypes. Still, oversimplified mod-els, idealizations, of mentalistic notions are defensible, as long as the characterand purpose of the oversimplifications are clear. In my opinion, limiting one-self to ‘fully understood’ attitudes provides no significant advantage in findingelegant and illuminating formal semantical theories of natural language. Sucha strategy has perhaps a better claim in psychology, though even there its pro-priety is controversial. (Cf. Sec. IV.) More to the point, I think that modelsthat neglect the relevant social factors in mentalistic attributions are not likelyto provide long-run philosophical illumination of our actual mentalistic notions.But this view hardly admits of detailed support here and now.
 Our argument in the preceding pages may, at a minimum, be seen as inveigh-ing against a long-standing philosophical habit of denying that it is an oversim-plification to make ‘full understanding’ of a content a necessary condition forhaving a propositional attitude with that content. The oversimplification doesnot constitute neglect of some quirk of ordinary usage. Misunderstanding andpartial understanding are pervasive and inevitable phenomena, and attributionsof content despite them are an integral part of common practice.
 I shall not here elaborate a philosophical theory of the social aspects ofmentalistic phenomena, though in Section V I shall suggest lines such a theorymight take. One of the most surprising and exciting aspects of the thoughtexperiment is that its most literal interpretation provides a perspective on themental that has received little serious development in the philosophical tradition.The perspective surely invites exploration.
 IV. APPLICATIONS
 I want to turn now to a discussion of how our argument bears on philosophicalapproaches to the mental that may be termed individualistic. I mean this term tobe somewhat vague. But roughly, I intend to apply it to philosophical treatmentsthat seek to see a person’s intentional mental phenomena ultimately and purelyin terms of what happens to the person, what occurs within him, and howhe responds to his physical environment, without any essential reference to the
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 social context in which he or the interpreter of his mental phenomena is situated.How I apply the term ‘individualistic’ will perhaps become clearer by referenceto the particular cases that I shall discuss.
 a. As I have already intimated, the argument of the preceding sections affectsthe traditional intro-(or extro-)spectionist treatments of the mind, those of Plato,Descartes, Russell, and numerous others. These treatments are based on a modelthat likens the relation between a person and the contents of his thought toseeing, where seeing is taken to be a kind of direct, immediate experience. Onthe most radical and unqualified versions of the model, a person’s inspection ofthe contents of his thought is infallible: the notion of incompletely understandingthem has no application at all.
 The model tends to encourage individualistic treatments of the mental. For itsuggests that what a person thinks depends on what occurs or ‘appears’ within hismind. Demythologized, what a person thinks depends on the power and extentof his comprehension and on his internal dispositions toward the comprehendedcontents. The model is expressed in perhaps its crudest and least qualified formin a well-known passage by Russell:
 Whenever a relation of supposing or judging occurs, the terms to which the supposingor judging mind is related by the relation of supposing or judging must be termswith which the mind in question is acquainted. … It seems to me that the truth ofthis principle is evident as soon as the principle is understood.5
 Acquaintance is (for Russell) direct, infallible, non-propositional, non-perspec-tival knowledge. ‘Terms’ like concepts, ideas, attributes, forms, meanings, orsenses are entities that occur in judgments more or less immediately before themind on a close analogy to the way sensations are supposed to.
 The model is more qualified and complicated in the writings of Descartes. Inparticular, he emphasizes the possibility that one might perceive the contents ofone’s mind unclearly or indistinctly. He is even high-handed enough to write,‘Some people throughout their lives perceive nothing so correctly as to be cap-able of judging it properly.’6 This sort of remark appears to be a concession to thepoints made in Sections I and II about the possibility of a subject’s badly under-standing his mental contents. But the concession is distorted by the underlying
 5 Bertrand Russell, Mysticism and Logic (London: Unwin Hyman, 1959), 221. Although Russell’sstatement is unusually unqualified, its kinship to Descartes’s and Plato’s model is unmistakable.Cf. Plato, Phaedrus 249b–c, Phaedo 47b6–c4, both in The Collected Dialogues of Plato, trans.E. Hamilton and H. Cairus (New York: Pantheon Books, 1961); Descartes, Philosophical Works,ed. E. Haldane and G. R. T. Ross, 2 vols. (New York Dover, 1955), Rules for the Direction ofthe Mind, sec. XII, i. 41–42, 45; Principles of Philosophy, Part I, XXXII–XXXV, i. 232–233;Replies, ii. 52; Hume, A Treatise of Human Nature, ed. L. A. Selby-Bigge (Oxford: Clarendon Press,1965), I. 3 5; II, 2 6; Kant, Critique of Pure Reason, trans. N. K. Smith (New York: St Martin’sPress, 1965), A7–B11; Frege, The Foundations of Arithmetic, ed. J. L. Austin (Evanston, Ill.: North-western University Press, 1968), sec. 105; G. E. Moore, Principia Ethica (Cambridge: CambridgeUniversity Press, 1966), 86.
 6 Descartes, Principles of Philosophy, XLV–XLI.
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 introspection model. On Descartes’s view, the person’s faculty of understand-ing, properly so-called, makes no errors. Failure to grasp one’s mental contentsresults from either blind prejudice or interference by ‘mere’ bodily sensationsand corporeal imagery. The implication is that with sufficiently careful reflectionon the part of the individual subject, these obstacles to perfect understandingcan be cleared. That is, one need only be careful or properly guided in one’sintrospections to achieve full understanding of the content of one’s intentionalmental phenomena. Much that Descartes says suggests that where the subjectfails to achieve such understanding, no definite content can be attributed to him.In such cases, his ‘thinking’ consists of unspecifiable or indeterminate imagery;attribution of definite conceptual content is precluded. These implications arereinforced in Descartes’s appeal to self-evident, indubitable truths:
 There are some so evident and at the same time so simple that we cannot thinkof them without believing them to be true. … For we cannot doubt them unless wethink of them; and we cannot think of them without at the same time believing themto be true, i.e. we can never doubt them.7
 The self-evidence derives from the mere understanding of the truths, and fullyunderstanding them is a precondition for thinking them at all. It is this lastrequirement that we have been questioning.
 In the Empiricist tradition Descartes’s qualifications on the direct experiencemodel—particularly those involving the interfering effects of sensations andimagery—tend to fall away. What one thinks comes to be taken as a sort ofimpression (whether more imagistic or more intellectual) on or directly graspedby the individual’s mind. The tendency to make full comprehension on the partof the subject a necessary condition for attributing a mental content to himappears both in philosophers who take the content to be a Platonic abstractionand in those who place it, in some sense, inside the individual’s mind. This iscertainly the direction in which the model pulls, with its picture of immediateaccessibility to the individual. Thus Descartes’s original concessions to cases ofincomplete understanding became lost as his model became entrenched. WhatWolfflin said of painters is true of philosophers: they learn more from studyingeach other than from reflecting on anything else.
 The history of the model makes an intricate subject. My remarks are meantmerely to provide a suggestive caricature of it. It should be clear, however, that inbroad outline the model mixes poorly with the thought experiment of Section II,particularly its first step. The thought experiment indicates that certain ‘linguistictruths’ that have often been held to be indubitable can be thought yet doubted.And it shows that a person’s thought content is not fixed by what goes on inhim, or by what is accessible to him simply by careful reflection. The reasonfor this last point about ‘accessibility’ need not be that the content lies too deepin the unconscious recesses of the subject’s psyche. Contents are sometimes
 7 Descartes, Philosophical Works, ii: Replies, 42.

Page 150
                        

Individualism and the Mental 135
 ‘inaccessible’ to introspection simply because much mentalistic attribution doesnot presuppose that the subject has fully mastered the content of his thought.
 In a certain sense, the metaphysical model has fixed on some features of ouruse of mentalistic notions to the exclusion of others. For example, the modelfastens on the facts that we are pretty good at identifying our own beliefsand thoughts, and we have at least a prima facie authority in reporting a widerange of them. It also underlines the point that for certain contents we tend tocount understanding as a sufficient condition for acknowledging their truth. (Itis debatable, of course, how well it explains or illumines these observations.)The model also highlights the truism that a certain measure of understandingis required of a subject if we are to attribute intentional phenomena on thebasis of what he utters. As we have noted, chance or purely rote utterancesprovide no ground for mental content attributions; certain verbal pathologies arediscounted. The model extrapolates from these observations to the claim thata person can never fail to understand the content of his beliefs or thoughts,or that the remedy for such failure lies within his own resources of reflec-tion (whether autonomous and conscious, or unconscious and guided). It isthis extrapolation that requires one to pass over the equally patent practice ofattributing attitudes where the subject incompletely understands expressions thatprovide the content of those attitudes. Insistence on metalinguistic reinterpret-ation and talk about the indefiniteness of attitude contents in cases of incom-plete understanding seem to be rearguard defenses of a vastly overextendedmodel.
 The Cartesian–Russellian model has few strict adherents among prominentlinguistic philosophers. But although it has been widely rejected or politelytalked around, claims that it bore and nurtured are commonplace, even amongits opponents. As we have seen in the objections to the first step of the argumentof section II, these claims purport to restrict the contents we can attribute toa person on the basis of his use of language. The restrictions simply mimicthose of Descartes. Freed of the picturesque but vulnerable model that formedthem, the claims have assumed the power of dogma. Their strictures, however,misrepresent ordinary mentalistic notions.
 b. This century’s most conspicuous attempt to replace the traditional Cartesianmodel has been the behaviorist movement and its heirs. I take it as obvious thatthe argument of Section II provides yet another reason to reject the most radicalversion of behaviorism—‘philosophical’, ‘logical’, or ‘analytical’ behaviorism.This is the view that mentalistic attributions can be ‘analytically’ defined, orgiven strict meaning equivalences, purely in non-mental, behavioral terms. Noanalysis resting purely on the individual’s dispositions to behavior can give an‘analytic’ definition of a mental content attribution, because we can conceive ofthe behavioral definiens applying while the mentalistic definiendum does not.But a new argument for this conclusion is hardly needed, since ‘philosophical’behaviorists are, in effect, extinct.
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 There is, however, an heir of behaviorism that I want to discuss at some-what greater length. The approach sometimes goes by the name ‘functionalism’,although that term is applied to numerous slogans and projects, often vaguelyformulated. Even views that seem to me to be affected by our argument arefrequently stated so sketchily that one may be in considerable doubt about whatis being proposed. So my remarks should be taken less as an attempt to refutethe theses of particular authors than as an attack on a way of thinking that seemsto inform a cluster of viewpoints. The quotations I give in footnotes are meantto be suggestive, if not always definitive, of the way of thinking the argumenttells against.8
 The view affected by the argument of Section II attempts to give somethinglike a philosophical ‘account’ of the mental. The details and strategy—eventhe notion of ‘account’—vary from author to author. But a recurrent theme isthat mental notions are to be seen ultimately in terms of the individual subject’sinput, output, and inner dispositions and states, where these latter are character-ized purely in terms of how they lead to or from output, input, or other innerstates similarly characterized. Mental notions are to be explicated or identified infunctional, non-mentalistic, non-intentional terminology. Proponents of this sortof idea are rarely very specific about what terms may be used in describing inputand output, or even what sorts of terms count as ‘functional’ expressions. Butthe impression usually given is that input and output are to be specified in terms(acceptable to a behaviorist) of irritations of the subject’s surfaces and move-ments of his body. On some versions, neurophysiological terms are allowed.More recently, there have been liberalized appeals to causal input and outputrelations with particular, specified physical objects, stuffs, or magnitudes. Func-tional terms include terms like ‘causes’, ‘leads to with probability n’, and thelike. For our purposes, the details do not matter much, as long as an approachallows no mentalistic or other intentional terms (such as ‘means’ or that-clauses)into its vocabulary, and as long as it applies to individuals taken one by one.
 A difference between this approach and that of philosophical behaviorism isthat a whole array of dispositional or functional states—causally or probabilist-ically interrelated—may enter into the ‘account’ of a single mental attribution.The array must be ultimately secured to input and output, but the internal statesneed not be so secured one by one. The view is thus not immediately vulnerableto claims against simplistic behaviorisms, that a given stimulus–response pattern
 8 Certain movements sometimes called ‘functionalist’ are definitely not my present concern.Nothing I say is meant to oppose the claim that hypotheses in psychology do and should make ref-erence to ‘sub-personal’ states and processes in explaining human action and ordinary mental statesand processes. My remarks may bear on precisely how such hypotheses are construed philosoph-ically. But the hypotheses themselves must be judged primarily by their fruits. Similarly, I am notconcerned with the claim that computers provide an illuminating perspective for viewing the mind.Again, my view may bear on the interpretation of the computer analogy, but I have no intention ofquestioning its general fruitfulness. On the other hand, insofar as functionalism is merely a sloganto the effect that ‘once you see how computers might be made to work, you realize such and suchabout the mind’, I am inclined to let the cloud condense a little before weighing its contents.
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 may have different contents in different social contexts. Such claims, whichhardly need a defender, have been tranquilly accepted on this view. The view’shope is that differences in content depend on functional differences in the indi-vidual’s larger functional structure. From this viewpoint, analytical behaviorismerred primarily in its failure to recognize the interlocking or holistic characterof mental attributions and in its oversimplification of theoretical explanation.
 As I said, the notion of an account of the mental varies from author toauthor. Some authors take over the old-fashioned ideal of an ‘analysis’ fromphilosophical behaviorism and aim at a definition of the meaning of mentalisticvocabulary, or a definitional elimination of it. Others see their accounts as indic-ating a series of scientific hypotheses that identify mental states with causal orfunctional states, or roles, in the individual. These authors reject behaviorism’sgoal of providing meaning equivalences, as well as its restrictive methods. Thehypotheses are supposed to be type or property identities and are nowadaysoften thought to hold necessarily, even if they do not give meaning relations.Moreover, these hypotheses are offered not merely as speculation about thefuture of psychology, but as providing a philosophically illuminating account ofour ordinary notion of the mental. Thus if the view systematically failed to makeplausible type identities between functional states and mental states, ordinarilyconstrued, then by its own lights it would have failed to give a philosophical‘account’ of the mental. I have crudely over-schematized the methodologicaldifferences among the authors in this tradition. But the differences fall roughlywithin the polar notions of account that I have described. I think my discussionwill survive the oversimplifications.9
 9 A representative of the more nearly ‘analytical’ form of functionalism is David Lewis, ‘Psycho-physical and Theoretical Identifications’, Australasian Journal of Philosophy, 50 (1972), 249–258:‘Applied to common-sense psychology—folk science rather than professional science, but atheory nonetheless—we get the hypothesis … that a mental state M … is definable as the occupantof a certain causal role R—that is, as the state, of whatever sort, that is causally connected inspecified ways to sensory stimuli, motor responses, and other mental states’ (pp. 249–250). Actu-ally, it should be noted that the argument of sec. I applies to Lewis’s position less directly thanone might suppose. For reasons unconnected with matters at hand, Lewis intends his definition toapply to relational mentalistic predicates like ‘thinks’ but not to complex predicates that identifyactual mental states or events, like ‘thinks that snow is white’. Cf. ibid., 256 n. 13. This seemsto me a puzzling halfway house for some of Lewis’s philosophical purposes. But our argumentappears to apply anyway, since Lewis is explicit in holding that physical facts about a person takenin isolation from his fellows ‘determine’ all his specific intentional events and states. Cf. “Radic-al Interpretation”, Synthese, 27 (1974), 331 ff. I cite Lewis’s definitional approach because it hasbeen the most influential recent piece of its genre, and many of those influenced by it have notexcluded its application to specific intentional mental states and events. Other representatives ofthe definitional approach are J. J. C. Smart, ‘Further Thoughts on the Identity Theory’, The Mon-ist, 56 (1972), 149–162; D. W. Armstrong, A Materialist Theory of Mind (London: Routledge &Kegan Paul, 1968), pp. 90–91 and passim; Sidney Shoemaker, ‘Functionalism and Qualia’, Philo-sophical Studies, 27 (1975), 306–307. A representative of the more frequently held ‘hypothesis’version of functionalism is Hilary Putnam, ‘The Mental Life of Some Machines’, in PhilosophicalPapers, ii (Cambridge: Cambridge University Press, 1975), and ‘The Nature of Mental States’, ibid.,cf. p. 437: ‘… if the program of finding psychological laws that are not species specific … ever suc-ceeds, then it will bring in its wake a delineation of the kind of functional organization that is
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 Any attempt to give an account of specific beliefs and thoughts along thelines I have indicated will come up short. For we may fix the input, output, andtotal array of dispositional or functional states of our subject, as long as theseare non-intentionally described and are limited to what is relevant to accountingfor his activity taken in isolation from that of his fellows. But we can stillconceive of his mental contents as varying. Functionally equivalent people—onany plausible notion of functional equivalence that has been sketched—mayhave non-equivalent mental state and event contents, indicated by obliquelynon-equivalent content clauses. The argument indicates a systematic inadequacyin attempts of the sort I described.
 Proponents of functionalist accounts have seen them as revealing the truenature of characteristic marks of the mental and as resolving traditional philo-sophical issues about such marks. In the case of beliefs, desires, and thoughts,the most salient mark is intentionality—the ill-specified information-bearing,representational feature that seems to invest these mental states and events.10 Inmy terminology, accounting for intentionality largely amounts to accounting forthe content of mental states and events. (There is also, of course, the applicationof content in de re cases. But let us put this aside here.) Such content is clearlypart of what the functional roles of our subjects’ states fail to determine.
 It is worth re-emphasizing here that the problem is unaffected by sugges-tions that we specify input and output in terms of causal relations to particular
 necessary and sufficient for a given psychological state, as well as a precise definition of the notion“psychological state”.’ In more recent work, Putnam’s views on the relation between functionalorganization and psychological (and also mental) states and events have become more complicated.I make no claims about how the argument of sec. II bears on them. Other representatives of the‘hypothesis’ approach are Gilbert Harman, ‘Three Levels of Meaning’, The Journal of Philosophy,65 (1968); ‘An Introduction to “Translation and Meaning” ’, in D. Davidson and I. Hintikka (eds.),Words and Objections (Dordrecht: Reidel, 1969), 21; and Thought (Princeton: Princeton Univer-sity Press, 1973), 43–46, 56–65, e.g., p. 45: ‘… mental states and processes are to be functionallydefined (by a psychological theory). They are constituted by their function or role in the relevantprogramme’; Jerry Fodor, The Language of Thought (New York: Cravell, 1975), ch. 1; Armstrong,A Materialist Theory of Mind, 84. An attempt to articulate the common core of the different types offunctionalist ‘account’ occurs in Ned Block and Jerry Fodor’s ‘What Psychological States are Not’,Philosophical Review, 81 (1972), 173: ‘… functionalism in the broad sense of that doctrine whichholds that type identity conditions for psychological states refer only to their relations to inputs,outputs and one another.’
 10 Often functionalists give mental contents only cursory discussion, if any at all. But claimsthat a functional account explains intentionality by accounting for all specific intentional states andevents in non-intentional, functional language occur in the following: Daniel Dennett, Content andConsciousness (London: Rontledge & Kegan Paul, 1969), ch. 2 and passim; Harman, Thought, e.g.p. 60: ‘To specify the meaning of a sentence used in communication is partly to specify the beliefor other mental state expressed; and the representative character of that state is determined by itsfunctional role’; Fodor, Language of Thought, ch. 1 and 2 e.g. p. 75: ‘The way that informationis stored, computed … or otherwise processed by the organism explains its cognitive states and inparticular, its propositional attitudes’; Smart, ‘Further Thoughts on the Identity Theory’; HartryField, ‘Mental Representation’, Erkenntnis, 13 (1978), 9–61. I shall confine discussion to the issueof intentionality. But it seems to me that the individualistic cast of functionalist accounts rendersthem inadequate in their handling of another major traditional issue about intentional mental statesand events—first-person authority.
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 objects or stuffs in the subject’s physical environment. Such specifications maybe thought to help with some examples based on indexicality or psycholo-gical success verbs, and perhaps in certain arguments concerning natural kindterms (though even in these cases I think that one will be forced to appealto intentional language). (Cf. note 2.) But this sort of suggestion has no easyapplication to the argument. For the relevant causal relations between the subjectand the physical environment to which his terms apply—where such relationsare non-intentionally specified—were among the elements held constant whilethe subject’s beliefs and thoughts varied.
 The functionalist approaches I have cited seem to provide yet another case inwhich mental contents are not plausibly accounted for in non-intentional terms.They are certainly not explicable in terms of causally or functionally specifiedstates and events of the individual subject. The intentional or semantical role ofmental states and events is not a function merely of their functionally specifiedroles in the individual. The failure of these accounts of intentional mental statesand events derives from an underestimation of socially dependent features ofcognitive phenomena.
 Before extending the application of the argument, I want briefly to canvasssome ways of being influenced by it, ways that might appeal to someone fixedon the functionalist ideal. One response might be to draw a strict distinctionbetween mental states, ordinarily so-called, and psychological states. One couldthen claim that the latter are the true subject matter of the science of psychologyand may be identified with functional states functionally specified, after all. Thusone might claim that the subject was in the same psychological (functional) statesin both the actual and the imagined situations, although he had different beliefsand thoughts ordinarily so-called.
 There are two observations that need to be entered about this position. Thefirst is that it frankly jettisons much of the philosophical interest of functional-ist accounts. The failure to cope with mental contents is a case in point. Thesecond observation is that it is far from clear that such a distinction betweenthe psychological and the mental is or will be sanctioned by psychology itself.Functionalist accounts arose as philosophical interpretations of developmentsin psychology influenced by computer theory. The interpretations have beenguided by philosophical interests, such as throwing light on the mind–bodyproblem and accounting for mentalistic features in non-mentalistic terms. Butthe theories of cognitive psychologists, including those who place great weighton the computer analogy, are not ordinarily purified of mentalistic or intentionalterminology. Indeed, intentional terminology plays a central role in much con-temporary theorizing. (This is also true of theories that appeal to ‘sub-personal’states or processes. The ‘sub-personal’ states themselves are often characterizedintentionally.) Purifying a theory of mentalistic and intentional features in favorof functional or causal features is more clearly demanded by the goals of philo-sophers than by the needs of psychology. Thus it is at least an open questionwhether functional approaches of the sort we have discussed give a satisfactory
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 account of psychological states and events. It is not evident that psychology willever be methodologically ‘pure’ (or theoretically purifiable by some definitionaldevice) in the way these approaches demand. This goal of functionalists maybe simply a meta-psychological mistake.
 To put the point another way, it is not clear that functional states, character-ized purely in functional, non-intentional terms (and non-intentional descriptionsof input and output) are the natural subject matter of psychology. Psychologywould, I think, be an unusual theory if it restricted itself (or could be definition-ally restricted) to specifying abstract causal or functional structures in purelycausal or functional terms, together with vocabulary from other disciplines. Ofcourse, it may be that functional states, functionally specified, form a psycho-logical natural kind. And it is certainly not to be assumed that psychology willrespect ordinary terminology in its individuation of types of psychological statesand events. Psychology must run its own course. But the assumption that psy-chological terminology will be ultimately non-intentional and purely functionalseems without strong support. More important from my viewpoint, if psycho-logy did take the individualistic route suggested by the approaches I have cited,then its power to illumine the everyday phenomena alluded to in mentalisticdiscourse would be correspondingly limited.
 These remarks suggest a second sort of functionalist response to the argumentof Section II, one that attempts to take the community rather than the individualas the object of functional analysis. One might, for example, seek to explainan individual’s responsibility to communal standards in terms of his having theright kind of interaction with other individuals who collectively had functionalstructures appropriate to those standards. Spelling out the relevant notions ofinteraction and appropriateness is, of course, anything but trivial. (Cf. Section V.)Doing so in purely functional, non-intentional terms would be yet a furtherstep. Until such a treatment is developed and illustrated in some detail, there islittle point in discussing it. I shall only conjecture that, if it is to remain non-intentional, such a treatment is likely to be so abstract—at least in our presentstate of psychological and sociological ignorance—that it will be unilluminatingfrom a philosophical point of view. Some of the approaches we have beendiscussing already more than flirt with this difficulty.
 c. Individualistic assumptions about the mental have infected theorizing aboutthe relation between mind and meaning. An example is the Gricean projectof accounting for conventional or linguistic meaning in terms of certain com-plex intentions and beliefs of individuals.11 The Gricean program analyzes
 11 H. P. Grice, ‘Meaning’, The Philosophical Review, 66 (1957), 377–388; ‘Utterer’s Meaning,Sentence-Meaning, and Word-Meaning’, Foundations of Language, 4 (1968), 225–242; StephenSchiffer, Meaning (Oxford: Oxford University Press, 1972), cf. esp. pp. 13, 50, 63. ff.; JonathanBennett, ‘The Meaning-Nominalist Strategy’, Foundations of Language, 10 (1974), 141–168. Anoth-er example of an individualistic theory of meaning is the claim to explicate all kinds of meaningultimately in psychological terms, and these latter in functionalist terms. See e.g. Harman, ‘ThreeLevels of Meaning’. This project seems to rest on the functionalist approaches just criticized.
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 conventional meaning in terms of subtle ‘mutual knowledge’, or beliefs andintentions about each others’ beliefs and intentions, on the part of most or allmembers of a community. Seen as a quasi-definitional enterprise, the programpresupposes that the notion of an individual’s believing or intending somethingis always ‘conceptually’ independent of the conventional meaning of symbolsused to express that something. Insofar as ‘conceptually’ has any intuitive con-tent, this seems not to be the case. Our subject’s belief or intention contents canbe conceived to vary simply by varying conventions in the community aroundhim. The content of individuals’ beliefs seems sometimes to depend partly onsocial conventions in their environment. It is true that our subjects are actu-ally rather abnormal members of their community, at least with respect to theiruse and understanding of a given word. But normality here is judged againstthe standards set by communal conventions. So stipulating that the individualswhose mental states are used in defining conventional meaning be relevantlynormal will not avoid the circularity that I have indicated. I see no way to doso. This charge of circularity has frequently been raised on intuitive grounds.The argument gives the intuitions substance. Explicating convention in terms ofbelief and intention may provide various sorts of insight. But it is not defining acommunal notion in terms of individualistic notions. Nor is it reducing, in anydeep sense, the semantical, or the intentional generally, to the psychological.
 d. Individualistic assumptions have also set the tone for much discussion of theontology of the mental. This subject is too large to receive detailed considerationhere. It is complicated by a variety of crosscurrents among different projects,methodologies, and theses. I shall only explore how the argument affects acertain line of thinking closely allied to the functionalist approaches alreadydiscussed. These approaches have frequently been seen as resuscitating an oldargument for the materialist identity theory. The argument is three-staged. First,one gives a philosophical ‘account’ of each mentalistic locution, an account thatis prima facie neutral as regards ontology. For example, a belief or a thoughtthat sofas are comfortable is supposed to be accounted for as one functionallyspecified state or event within an array of others—all of which are secured toinput and output. Second, the relevant functionally specified states or events areexpected to be empirically correlated or correlatable with physiological statesor events in a person (states or events that have those functions). The empiricalbasis for believing in these correlations is claimed to be provided by present orfuture physical science. The nature of the supposed correlations is differentlydescribed in different theories. But the most prevalent views expect only thatthe correlations will hold for each organism and person (perhaps at a giventime) taken one by one. For example, the functionally specified event typethat is identified with a thought that sofas are comfortable may be realized inone person by an instance (or ‘token’) of one physiological event type, andin another person by an instance of another physiological event type. Third,the (‘token’) mental state or event in the person is held to be identical with the
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 relevant (‘token’) physiological state or event, on general grounds of explanatorysimplicity and scientific method. Sometimes, this third stage is submerged bybuilding uniqueness of occupancy of functional role into the first stage.12
 I am sceptical about this sort of argument at every stage. But I shall doubtonly the first stage here. The argument I gave in Section II directly underminesthe attempt to carry out the first stage by recourse to the sort of functionalistapproaches that we discussed earlier. Sameness of functional role, individual-istically specified, is compatible with difference of content. I know of no betternon-intentional account of mentalistic locutions. If a materialist argument of thisgenre is to arrive, it will require a longer first step.
 I shall not try to say whether there is a philosophically interesting sense inwhich intentional mental phenomena are physical or material. But I do want tonote some considerations against materialist identity theories.
 State-like phenomena (say, beliefs) raise different problems from event-likephenomena (say, occurrent thoughts). Even among identity theorists, it is some-times questioned whether an identity theory is the appropriate goal for material-ism in the case of states. Since I shall confine myself to identity theories, I shallconcentrate on event-like phenomena. But our considerations will also bear onviews that hope to establish some sort of token identity theory for mental stateslike beliefs.
 One other preliminary. I want to remain neutral about how best to describethe relation between the apparent event-like feature of occurrent thoughts and theapparent relational feature (their relation to a content). One might think of therebeing an event, the token thought event, that is in a certain relation to a content(indicated by the that-clause). One might think of the event as consisting—asnot being anything ‘over and above’—the relevant relation’s holding at a certaintime between a person and a content. Or one might prefer some other account.From the viewpoint of an identity theory, the first way of seeing the matter ismost advantageous. So I shall fit my exposition to that point of view.
 Our ordinary method of identifying occurrent thought events and differenti-ating between them is to make reference to the person or organism to whomthe thought occurs, the time of its occurrence, and the content of the thought. Ifperson, time, and content are the same, we would normally count the thoughtevent the same. If any one of these parameters differs in descriptions of thoughtevents (subject to qualifications about duration), then the events or occurrencesdescribed are different. Of course, we can differentiate between events usingdescriptions that do not home in on these particular parameters. But these
 12 Perhaps the first reasonably clear modern statement of the strategy occurs in J. J. C. Smart,‘Sensations and Brain Processes’, The Philosophical Review, 68 (1959), 141–156. This article treatsqualitative experiences; but Smart is explicit in applying it to specific intentional states and eventsin ‘Further Thoughts on the Identity Theory’. Cf. also David Lewis, ‘An Argument for the IdentityTheory’, The Journal of Philosophy, 63 (1966), 17–25; ‘Psychophysical and Theoretical Identi-fications’; Armstrong, A Materialist Theory of Mind, passim; Harman, Thought, 42–43; Fodor,Language of Thought, Introduction.
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 parameters are dominant. (It is worth noting that differentiations in terms ofcauses and effects usually tend to rely on the content of mental events or statesat some point, since mental states or events are often among the causes or effectsof a given mental event, and these causes or effects will usually be identifiedpartly in terms of their content.) The important point for our purposes is that inordinary practice, sameness of thought content (or at least some sort of strongequivalence of content) is taken as a necessary condition for sameness of thoughtoccurrence.
 Now one might codify and generalize this point by holding that no occur-rence of a thought (that is, no token thought event) could have a different (orextensionally non-equivalent) content and be the very same token event. If thispremise is accepted, then our argument of Section II can be deployed to showthat a person’s thought event is not identical with any event in him that isdescribed by physiology, biology, chemistry, or physics. For let b be any giv-en event described in terms of one of the physical sciences that occurs in thesubject while he thinks the relevant thought. Let ‘b’ be such that it denotesthe same physical event occurring in the subject in our counterfactual situation.(If you want, let ‘b’ be rigid in Kripke’s sense, though so strong a stipulationis not needed.) The second step of our argument in Section II makes it plaus-ible that b need not be affected by counterfactual differences in the communaluse of the word ‘arthritis’. Actually, the subject thinks that his ankles are stifffrom arthritis, while b occurs. But we can conceive of the subject’s lackinga thought event that his ankles are stiff from arthritis, while b occurs. Thusin view of our initial premise, b is not identical with the subject’s occurrentthought.13
 Identity theorists will want to reject the first premise—the premise that noevent with a different content could be identical with a given thought event.On such a view, the given thought event that his ankles are stiff from arth-ritis might well have been a thought that his ankles are stiff from tharthritis,
 13 The argument is basically Cartesian in style, (cf. Meditations II), though the criticism offunctionalism, which is essential to its success, is not in any obvious sense Cartesian. (Cf. note14.) Also the conclusion gives no special support to Cartesian ontology. The terminology of rigid-ity is derived from Saul Kripke, ‘Naming and Necessity’, in D. Davidson and G. Harman (eds.),Semantics of Natural Language (Dordrecht: Reidel, 1972), though as mentioned above, a notion ofrigidity is not essential for the argument. Kripke has done much to clarify the force of the Cartesiansort of argument. He gives such an argument aimed at showing the non-identity of sensations withbrain processes. The argument as presented seems to suffer from a failure to criticize materialisticaccounts of sensation language and from not indicating clearly how token physical events and tokensensation events that are prima facie candidates for identification could have occurred independ-ently. For criticism of Kripke’s argument, see Fred Feldman, ‘Kripke on the Identity Theory’, TheJournal of Philosophy, 71 (1974), 665–676; William G. Lycan, ‘Kripke and the Materialists’, TheJournal of Philosophy, 71 (1974), 677–689; Richard Boyd, ‘Materialism without Reductionism:What Physicalism Does Not Entail’, in N. Block (ed.), Readings in the Philosophy of Psychology,i (Cambridge, Mass.: Harvard University Press, 1980); Colin McGinn, ‘Anomalous Monism andKripke’s Cartesian Intuitions’, Analysis, 37 (1977), 78–80. It seems to me, however, that theseissues are not closed.
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 yet be precisely the same token thought event. Such a view is intuitively veryimplausible. I know of only one reasonably spelled-out basis of support for thisview. Such a basis would be provided by showing that mentalistic phenomenaare causal or functional states, in one of the strong senses discussed earlier,and that mental events are physical tokens or realizations of those states. If‘that thought that his ankles are stiff from arthritis’ could be accounted for interms like ‘that event with such and such a causal or functional role’ (where‘such and such’ does not itself involve intentional terminology), and if inde-pendently identified physical events systematically filled these roles (or realizedthese states), we could perhaps see a given thought event as having a differentrole—and hence content—in different possible situations. Given such a view,the functional specification could perhaps be seen as revealing the contingencyof the intentional specification as applied to mental event tokens. Just as we canimagine a given physiological event that actually plays the role of causing thelittle finger to move two inches, as playing the role of causing the little fingerto move three inches (assuming compensatory differences in its physiologicalenvironment), so we could perhaps imagine a given thought as having a differ-ent functional role from its actual one—and hence, assuming the functionalistaccount, as having a different content. But the relevant sort of functionalistaccount of intentional phenomena has not been made good.14
 The recent prosperity of materialist-functionalist ways of thinking has been sogreat that it is often taken for granted that a given thought event might have beena thought with a different, obliquely non-equivalent content. Any old event, onthis view, could have a different content, a different significance, if its surround-ing context were changed. But in the case of occurrent thoughts—and intentionalmental events generally—it is hardly obvious, or even initially plausible, that
 14 It is important to note that our argument against functionalist specifications of mentalisticphenomena did not depend on the assumption that no occurrent thought could have a differentcontent from the one it has and be the very same occurrence or event. If it did, the subsequentargument against the identity theory would, in effect, beg the question. The strategy of the latterargument is rather to presuppose an independent argument that undermines non-intentional func-tionalist specifications of what it is to be a thought that (say) sofas are comfortable; then to take asplausible and undefeated the assumption that no occurrent thought could have a different (obliquelynon-equivalent) content and be the same occurrence or event; and, finally, to use this assumptionwith the modal considerations appealed to earlier, to arrive at the non-identity of an occurrentthought event with any event specified by physical theory (the natural sciences) that occurs withinthe individual.
 Perhaps it is worth saying that the metaphorical claim that mental events are identified by theirrole in some ‘inference-action language game’ (to use a phrase of Sellars’s) does not provide aplausible ground for rejecting the initial premise of the argument against the identity theory. Foreven if one did not reject the ‘role-game’ idea as unsupported metaphor, one could agree with theclaim on the understanding that the roles are largely the intentional contents themselves and thesame event in this sort of ‘game’ could not have a different role. A possible view in the philosophyof mathematics is that numbers are identified by their role in a progression and such roles areessential to their identity. The point of this comparison is just that appeal to the role metaphor, evenif accepted, does not settle the question of whether an intentional mental event or state could havehad a different content.
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 anything is more essential to the identity of the event than the content itself.Materialist identity theories have schooled the imagination to picture the con-tent of a mental event as varying while the event remains fixed. But whethersuch imaginings are possible fact or just philosophical fancy is a separatequestion.15
 At any rate, functionalist accounts have not provided adequate specificationof what it is to be a thought that——, for particular fillings of the blank. So aspecification of a given thought event in functionalist terms does not reveal thecontingency of the usual, undisputed intentional specifications.
 Well, is it possible for a thought event to have had a different content fromthe one it has and be the very same event? It seems to me natural and certainlytraditional to assume that this is not possible. Rarely, however, have materi-alists seen the identity theory as natural or intuitive. Materialists are generallyrevisionist about intuitions. What is clear is that we currently do identify anddistinguish thought events primarily in terms of the person who has them, therough times of their occurrence, and their contents. And we do assume that athought event with a different content is a different thought event (insofar as wedistinguish at all between the thinking event and the person’s being related to athought content at a time). I think these facts give the premise prima facie sup-port and the argument against the identity theory some interest. I do not claimthat we have ‘apriori ’ certainty that no account of intentional phenomena willreveal intentional language to be only contingently applicable to belief states orthought events. I am only dubious.
 15 There are prima facie viable philosophical accounts that take sentences (whether tokens ortypes) as truth-bearers. One might hope to extend such accounts to mental contents. On suchtreatments, contents are not things over and above sentences. They simply are sentences interpretedin a certain context, treated in a certain way. Given a different context of linguistic interpretation, thecontent of the same sentence might be different. One could imagine mental events to be analogous tothe sentences on this account. Indeed, some philosophers have thought of intentional mental eventsas being inner, physical sentence (or symbol) tokens—a sort of brain writing. Here again, there isa picture according to which the same thought event might have had a different content. But hereagain the question is whether there is any reason to think it is a true picture. There is the priorquestion of whether sentences can reasonably be treated as contents. (I think sentence types probablycan be; but the view has hardly been established, and defending it against sophisticated objections istreacherous.) Even if this question is answered affirmatively, it is far from obvious that the analogybetween sentences and contents, on the one hand, and thought events and contents, on the other, isa good one. Sentences (types or tokens) are commonly identified independently of their associatedcontents (as evidenced by inter- and intra-linguistic ambiguity). It is relatively uncontroversial thatsentences can be identified by syntactical, morphemic, or perceptual criteria that are in principlespecifiable independently of what particular content the sentence has. The philosophical questionabout sentences and contents is whether discourse about contents can be reasonably interpretedas having an ontology of nothing more than sentences (and intentional agents). The philosophicalquestion about mental events and contents is ‘What is the nature of the events?’ ‘Regardless of whatcontents are, could the very same thought event have a different content?’ The analogous questionfor sentences—instead of thought events—has an uncontroversial affirmative answer. Of course,we know that when and where non-intentionally identifiable physical events have contents, the samephysical event could have had a different content. But it can hardly be assumed for purposes ofarguing a position on the mind–body problem that mental events are non-intentionally identifiablephysical events.
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 One might nurture faith or hope that some more socially oriented functionalistspecification could be found. But no such specification is ready to hand. And Isee no good reason to think that one must be found. Even if such a specificationwere found, it is far from clear that it would deflect the argument against theidentity theory just considered. The ‘functional’ states envisaged would dependnot merely on what the individual does and what inner causal states lead tohis activity—non-intentionally specified—but also on what his fellows do. Theanalogy between functional states and physiological states in causing the indi-vidual’s internal and external activity was the chief support for the view that agiven token mental event might have been a token of a different content. Butthe envisaged socially defined ‘functional states’ bear no intuitive analogy tophysiological states or other physical causal states within the individual’s body.Their function is not simply that of responding to environmental influences andcausing the individual’s activity. It is therefore not clear (short of assuming anidentity theory) that any event that is a token of one of the envisaged sociallydefined ‘functional states’ could have been a token of a different one. The eventmight be essentially identified in terms of its social role. There is as yet noreason to identify it in terms of physically described events in the individual’sbody. Thus it is not clear that such a socially oriented functional accountof thought contents would yield grounds to believe that the usual intentionalspecifications of mental events are merely contingent. It is, I think, even lessclear that an appropriate socially oriented functional account is viable.
 Identity theories, of course, do not exhaust the resources of materialism. Totake one example, our argument does not speak directly to a materialism basedon composition rather than identity. On such a view, the same physical materialmight compose different thoughts in different circumstances. I shall say nothingevaluative about this sort of view. I have also been silent about other argumentsfor a token identity theory—such as those based on philosophical accounts ofthe notions of causality or explanation. Indeed, my primary interest has not beenontology at all. It has been to identify and question individualistic assumptionsin materialist as well as Cartesian approaches to the mental.
 V. MODELS OF THE MENTAL
 Traditional philosophical accounts of mind have offered metaphors that producedoctrine and carry conviction where argument and unaided intuition flag. Ofcourse, any such broad reconstructions can be accused of missing the piedbeauties of the natural article. But the problem with traditional philosophy ofmind is more serious. The two overwhelmingly dominant metaphors of themental—the infallible eye and the automatic mechanism—have encouragedsystematic neglect of prominent features of a wide range of mental phenomena:broadly speaking, social features. Each metaphor has its attractions. Either canbe elaborated or doctored to fit the facts that I have emphasized. But neither
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 illumines those facts. And both have played some part in inducing philosophersto ignore them.
 I think it optimistic indeed to hope that any one picture, comparable to thetraditional ones, will provide insight into all major aspects of mental phenomena.Even so, a function of philosophy is to sketch such pictures. The question ariseswhether one can make good the social debts of earlier accounts while retainingat least some of their conceptual integrity and pictorial charm. This is no place tostart sketching. But some summary remarks may convey a sense of the directionin which our discussion has been tending.
 The key feature of the examples of Section II was the fact that we attributebeliefs and thoughts to people even where they incompletely understand con-tents of those very beliefs and thoughts. This point about intentional mentalphenomena is not everywhere applicable: non-linguistic animals do not seem tobe candidates for misunderstanding the contents of their beliefs. But the point iscertainly salient and must be encompassed in any picture of intentional mentalphenomena. Crudely put, wherever the subject has attained a certain compet-ence in large relevant parts of his language and has (implicitly) assumed acertain general commitment or responsibility to the communal conventions gov-erning the language’s symbols, the expressions the subject uses take on a certaininertia in determining attributions of mental content to him. In particular, theexpressions the subject uses sometimes provide the content of his mental statesor events even though he only partially understands, or even misunderstands,some of them. Global coherence and responsibility seem sometimes to overridelocalized incompetence.
 The detailed conditions under which this ‘inertial force’ is exerted are com-plicated and doubtless more than a little vague. Clearly, the subject must main-tain a minimal internal linguistic and rational coherence and a broad similarityto others’ use of the language. But meeting this condition is hardly sufficientto establish the relevant responsibility. For the condition is met in the case ofa person who speaks a regional dialect (where the same words are sometimesgiven different applications). The person’s aberrations relative to the larger com-munity may be normalities relative to the regional one. In such cases, of course,the regional conventions are dominant in determining what contents should beattributed. At this point, it is natural to appeal to etiological considerations. Thespeaker of the dialect developed his linguistic habits from interaction with otherswho were a party to distinctively regional conventions. The person is committedto using the words according to the conventions maintained by those from whomhe learned the words. But the situation is more complicated than this observationsuggests. A person born and bred in the parent community might simply decide(unilaterally) to follow the usage of the regional dialect or even to fashion hisown usage with regard to particular words, self-consciously opting out of theparent community’s conventions in these particulars. In such a case, membersof the parent community would not, and should not, attribute mental contents tohim on the basis of homophonic construal of his words. Here the individual’s
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 intentions or attitudes toward communal conventions and communal concep-tions seem more important than the causal antecedents of his transactions witha word—unless those intentions are simply included in the etiological story.
 I shall not pursue these issues here. The problem of specifying the condi-tions under which a person has the relevant general competence in a languageand a responsibility to its conventions is obviously complicated. The mixture of‘causal’ and intentional considerations relevant to dealing with it has obviousnear analogs in other philosophical domains (etiological accounts of percep-tion, knowledge, reference). I have no confidence that all of the details of thestory would be philosophically interesting. What I want to stress is that to afair degree, mentalistic attribution rests not on the subject’s having masteredthe contents of the attribution, and not on his having behavioral dispositionspeculiarly relevant to those contents, but on his having a certain responsibilityto communal conventions governing, and conceptions associated with, symbolsthat he is disposed to use. It is this feature that must be incorporated into animproved model of the mental.
 I think it profitable to see the language of content attribution as constituting acomplex standard by reference to which the subject’s mental states and eventsare estimated, or an abstract grid on which they are plotted. Different people mayvary widely in the degree to which they master the elements and relations withinthe standard, even as it applies to them all. This metaphor may be developed inseveral directions and with different models: applied geometry, measurement ofmagnitudes, evaluation by a monetary standard, and so forth. A model I shallillustrate briefly here borrows from musical analysis.
 Given that a composer has fulfilled certain general conditions for establishinga musical key, his chordal structures are plotted by reference to the harmon-ic system of relations appropriate to the tonic key. There is vast scope forvariation and novelty within the harmonic framework. The chords may departwidely from traditional ‘rules’ or practices governing what count as interesting or‘reasonable’ chordal structures and progressions. And the composer may or maynot grasp the harmonic implications and departures present in his composition.The composer may sometimes exhibit harmonic incompetence (and occasion-ally harmonic genius) by radically departing from those traditional rules. Butthe harmonic system of relations applies to the composition in any case. Onceestablished, the tonic key and its associated harmonic framework are appliedunless the composer takes pains to set up another tonic key or some atonalarrangement (thereby intentionally opting out of the original tonal framework),or writes down notes by something like a slip of the pen (suffering mechanicalinterference in his compositional intentions), or unintentionally breaks the har-monic rules in a massive and unprincipled manner (thereby indicating chaos orcomplete incompetence). The tonic key provides a standard for describing thecomposition. The application of the standard depends on the composer’s main-taining a certain overall coherence and minimal competence in conforming tothe standard’s conventions. And there are conditions under which the standard

Page 164
                        

Individualism and the Mental 149
 would be replaced by another. But once applied, the harmonic framework—itsformal interrelations, its applicability even to deviant, pointless progressions—ispartly independent of the composer’s degree of harmonic mastery.
 One attractive aspect of the metaphor is that it has some application to thecase of animals. In making sounds, animals do sometimes behave in such away that a harmonic standard can be roughly applied to them, even though thestandard, at least in any detail, is no part of what they have mastered. Since theydo not master the standard (though they may master some of its elements), theyare not candidates for partial understanding or misunderstanding. (Of course,this may be said of many people as regards the musical standard.) The standardapplies to both animals and people. But the conditions for its application aresensitive in various ways to whether the subject himself has mastered it. Wherethe subject does use the standard (whether the language, or a system of keyrelationships), his uses take on special weight in applications of the standardto him.
 One of the metaphor’s chief virtues is that it encourages one to seek socialexplications for this special weight. The key to our attribution of mental contentsin the face of incomplete mastery or misunderstanding lies largely in social func-tions associated with maintaining and applying the standard. In broad outline,the social advantages of the ‘special weight’ are apparent. Symbolic expres-sions are the overwhelmingly dominant source of detailed information aboutwhat people think, intend, and so forth. Such detail is essential not only tomuch explanation and prediction, but also to fulfilling many of our cooperativeenterprises and to relying on one another for second-hand information. Wordsinterpreted in conventionally established ways are familiar, palpable, and public.They are common coin, a relatively stable currency. These features are crucialto achieving the ends of mentalistic attribution just cited. They are also crit-ical in maximizing interpersonal comparability. And they yield a bias towardtaking others at their word and avoiding ad hoc reinterpretation, once overallagreement in usage and commitment to communal standards can be assumed.
 This bias issues in the practice of expressing even many differences in under-standing without reinterpreting the subject’s words. Rather than reinterpret thesubject’s word ‘arthritis’ and give him a trivially true object-level belief andmerely a false metalinguistic belief about how ‘arthritis’ is used by others, it iscommon practice, and correct, simply to take him at his word.
 I hardly need re-emphasize that the situation is vastly more complicated thanI have suggested in the foregoing paragraphs. Insincerity, tongue slips, certainmalapropisms, subconscious blocks, mental instability all make the picture morecomplex. There are differences in our handling of different sorts of expressions,depending, for example, on how clear and fixed social conventions regardingthe expressions are. There are differences in our practices with different subjectmatters. There are differences in our handling of different degrees of linguisticerror. There are differences in the way meaning-, assertion-, and mental-contentsare attributed. (Cf. note 4.) I do not propose ignoring these points. They are all
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 parameters affecting the inertial force of ‘face value’ construal. But I wantto keep steadily in mind the philosophically neglected fact about social prac-tice: Our attributions do not require that the subject always correctly or fullyunderstand the content of his attitudes.
 The point suggests fundamental misorientations in the two traditional pic-tures of the mental. The authority of a person’s reports about his thoughts andbeliefs (modulo sincerity, lack of subconscious interference, and so forth) doesnot issue from a special intellectual vision of the contents of those thoughtsand beliefs. It extends even to some cases in which the subject incompletelyunderstands those contents. And it depends partly on the social advantages ofmaintaining communally established standards of communication and mentalist-ic attribution. Likewise, the descriptive and explanatory role of mental discourseis not adequately modeled by complex non-intentional mechanisms or programsfor the production of an individual’s physical movement and behavior. Attribut-ing intentional mentalistic phenomena to individuals serves not only to explaintheir behavior viewed in isolation but also to chart their activity (intentional,verbal, behavioral, physical) by complex comparison to others—and againstsocially established standards.16 Both traditional metaphors make the mistake,among others, of treating intentional mental phenomena individualistically. Newapproaches must do better. The sense in which human beings are social animalsruns deeper than much mainstream philosophy of mind has acknowledged.
 16 In emphasizing social and pragmatic features in mentalistic attributions, I do not intend tosuggest that mental attributions are any the less objective, descriptive, or on the ontological up andup. There are substantial arguments in the literature that might lead one to make such inferences. Butmy present remarks are free of such implications. Someone might want to insist that from a ‘purelyobjective viewpoint’ one can describe ‘the phenomena’ equally well in accord with common practice,literally interpreted, or in accord with various reinterpretation strategies. Then our arguments would,perhaps, show only that it is ‘objectively indeterminate’ whether functionalism and the identity theoryare true. I would be inclined to question the application of the expressions that are scare-quoted.
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 Postscript to “Individualism and the Mental”
 ‘Individualism and the Mental’ has been reprinted and anthologized so fre-quently, and so much more prominently than some of my closely related papers,that its place in my work is often misunderstood. Sometimes misunderstand-ing has stemmed from superficial reading of the essay itself. Often it hasderived from reading only it, and not recognizing the background from whichit developed, or the qualifications, supplements, and initiatives that came later.Here I want to reframe some of the key points in the article.
 The main idea of the article is that the natures and correct individuation ofmany of an individual person’s intentional, or representational, mental statesand events commonly depend in a constitutive way on relations that the indi-vidual bears to a wider social environment. In the article, I support this idea bya family of thought experiments. In all these thought experiments, I describe asituation in which an individual has certain thoughts, but has certain misconcep-tions about the subject matter of the thoughts. Then I describe a counterfactualsituation in which another individual is supposed to have substantially the samebodily history—including physical dispositions and proximal stimulations—butin which the social environment with which the individual has normal interac-tions is different. The second individual’s bodily history is described in sucha way that any differences from the original individual’s body are, in them-selves, intuitively irrelevant to the individual’s psychology or mental states.The differences in the social environment bear on the meanings of words andthe ways words are connected through social chains to their subject matters.This second individual does not have any misconception at all. Finally, I pointout that in the counterfactual situation the second individual does not have thesame types of thoughts that the first one has in the original situation. This isthe structure of the thought experiments. The detailed content is what carriespersuasion.
 The main idea, again, is that differences in types or natures of thoughtsdepend on the individuals’ different social relations in the two situations. Inparticular, the different ways in which the social chains connect the individualsto different subject matters bear on the differences in their thoughts. The upshotis that the natures of the individuals’ thoughts, as marked by the representationalcontents of their thoughts, constitutively depend on the social environment. Theindividuals themselves may not know enough to describe the elements in thesocial environment or subject matter that constitutively determine the natures oftheir thoughts.
 I believe that these ideas and the lines of thought that support them have heldup well in the intervening years. I would like to set them in a wider context.
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 WHAT ‘INDIVIDUALISM’ MEANS
 The title of the article contains the term ‘individualism’. The term has beenused in various ways, by myself and others. I see in retrospect that I changedmy construal, though my understanding of the range of phenomena broadlyassociated with the term remained the same.
 The term is introduced on the first page by reference to a contrast betweenthe individual subject and the social environment. The last sentence of the art-icle cites the same contrast. The term (or its cousin ‘individualistic’) is givena rough gloss at the beginning of Section IV. It is said to apply, roughly, toviews that ‘seek to see a person’s intentional mental phenomena ultimately andpurely in terms of what happens to the person, what occurs within him, andhow he responds to his physical environment, without any essential referenceto the social context in which he or the interpreter of his mental phenomena aresituated’. The relevance of the term ‘individualism’ to issues about an individu-al’s relations to a social surround is reinforced by the fact that the term has asimilar use in discussions of the nature of social science. All of these consider-ations support interpreting my uses of ‘individualism’ in ‘Individualism and theMental’ as bearing specifically on whether there is ever a constitutive relationbetween an individual’s thoughts and the individual’s social environment.
 On the other hand, I recognized from the beginning that the role of socialrelations in determining the natures of mental states and events was one part ofa larger order. I make this very clear in footnote 2 of ‘Individualism and theMental’. This footnote argues that the natures of many mental states are partlydetermined by relations to the physical environment. I expanded this sort ofargument in subsequent work. The footnote emphasizes a point that I developedlater in ‘Other Bodies’ (Ch. 4 above): Putnam did not use his own imaginativearguments about language, ‘meaning’, and reference to support the view thatthe natures of most ordinary non-factive mental states and events (as ordin-arily understood and in addition to their mere referential relations) are partlydetermined by relations to the physical environment.
 Putnam mistakenly took natural kind terms to be indexical. Such a viewnaturally supports the idea that the mental state and its distinctively represent-ational content or ‘meaning’ are constant between the actual individual and thecounterfactual individual, even as the referents of their shared thought contentdiffer. The representational content of the mental states, on this view, remainsthe same. This idea no doubt played a role in Putnam’s missing the importof his twin-earth arguments for mind. In Section IId of ‘Individualism and theMental’, I make this point again. The thought experiments cannot be glossed asinvolving reference shifts in context-dependent thoughts.1
 1 These points are discussed in the Introduction. My criticism is also elaborated in greater detailand applied specifically to Putnam in ‘Other Bodies’ (Ch. 3 above). Putnam’s original discussion
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 At the time, I regarded the physical environment as more fundamental thanthe social environment in determining the natures of mental states. It is morefundamental psychologically, ontogenetically, and phylogenetically. I focusedfirst on the social environment because I thought that its role was less close tothe surface, less easily recognized.
 In later work I developed the role of the physical environment—especiallyin ‘Other Bodies’, ‘Individualism and Psychology’, ‘Cartesian Error and theObjectivity of Perception’, and ‘Intellectual Norms and Foundations of Mind’(Chs. 4, 9, 7, 10 in this volume). Each of these articles produced arguments thatbrought out ways in which non-social factors beyond the cognitive purview ofthe individual help determine the natures of his or her mental states and events.
 In the course of this later development, certainly by the mid-1980s, I cameconsistently to use the term ‘individualism’ to apply to any view that takesthe nature of mental states to depend entirely on physical factors in the indi-vidual or psychological resources cognitively available to the individual. On thisunderstanding of the term, individualism is not concerned purely with denyinga role for social relations beyond the individual. It is concerned with denyinga constitutive role to any factors beyond the individual. Although I see thatin ‘Individualism and the Mental’ my usage and contextual explication is thenarrower one, I think that I always understood the general phenomenon in thebroader way. My use of the term ‘anti-individualism’ came firmly to reflect thisbroader understanding.2
 occurs in “The Meaning of ‘Meaning’ ” in Philosophical Papers, ii (Cambridge: Cambridge Univer-sity Press, 1975). Putnam’s acknowledgment of the correctness of my criticism occurs in AndrewPessin and Sanford Goldberg (eds.), The Twin Earth Chronicles (London: M. E. Sharpe, 1996),p. xxi.
 2 I am taking it for granted that individualism is not the claim of local supervenience of anindividual’s mental states on the individual’s physical states. In the first place, I take a dualismthat maintains that mental states do not depend in any way on anything outside what is bothinternal to the individual’s mind and available by reflection to the individual to be individualistic.Such an individualism would reject local supervenience. In the second place, anti-individualism iscompatible with maintaining local supervenience of the mental on the physical. It could hold thatthe individual’s bodily states are individuated only through relations to the wider environment. Orit could hold that any difference in the environment that helps determine the mental states will havesome impact on the individual’s bodily states in such a way as to preserve local supervenience. Inthe third place (and most importantly), individualism and anti-individualism are not fundamentallyabout supervenience, but about the natures of mental states, their correct individuation conditions.They are about the explanatory conditions associated with those natures, not about a mere modalrelation. Cf. my ‘The Indexical Strategy: Reply to Owens’, in Martin Hahn and Bjorn Ramberg(eds.), Reflections and Replies: Essays on the Philosophy of Tyler Burge, (Cambridge, Mass.; MITPress, 2003), 371–372. All my explicit, set-piece formulations of what anti-individualism is focusedon the natures of mental states, not on supervenience. Some careless writing in my earliest papersmistakenly implies that anti-individualism is the rejection of local supervenience. I have, however,long disavowed this identification, and do so again here.
 Some of the thought experiments do reject local supervenience. But the main point of the thoughtexperiments is independent. It is to call attention to the relevance of relations to matters beyondthe individual in the determination of what representational contents mental states have (and whattypes of mental states are in play)—regardless of whether these matters vary with differences inthe individuals’ bodies.
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 Some authors came to use the term ‘internalism’ for the broader phenomenon,confining ‘individualism’ to a claim about social relations. By now, I think, moreauthors take the terms to be approximately interchangeable, as I do. Usagehere is obviously a matter of taste. I have preferred not to use ‘internalism’and ‘externalism’ for a number of reasons. One is that my broader usage of‘individualism’ is as early as similar uses of ‘internalism’. Individualism in thisbroad sense rules out relations to a social, physical, or mathematical environmentas constitutive factors in determining mental kinds.
 A second reason for my preferring ‘individualism’ is that the terms ‘intern-alism’ and ‘externalism’ are already used in philosophy for a related but quitedistinct issue in epistemology.
 A third reason is that ‘internalism’ and ‘externalism’ are not specific aboutwhat constitutes the inside–outside border. The terms have been used to drawthis border in many ways, not all of which have to do with a distinction betweenthe individual and a wider reality.3
 My primary reason is that the term ‘externalism’ suggests to many that themain issue is essentially concerned with spatial location. It has also suggestedto many that mental states and events are themselves ‘outside the head’ or arerelations to something outside the individual. Both suggestions are mistaken.
 First, as I understand anti-individualism, the doctrine applies to some cases inwhich no spatial relations are at issue. I think that the natures of mathematicalthoughts are determined by relations to an abstract subject matter that is notonly not in the individual, but it is not anywhere. The point is that the mentalkinds are not understandable by focusing entirely on the individual—not thatthe constitutively relevant relations are spatially external to the individual.
 As to the second suggestion, anti-individualism certainly does not entail thatthoughts are ‘outside the head’ or are themselves relations to something extern-al. Neither thoughts themselves nor their representational contents are relationsto something outside the individual. Their natures constitutively depend on rela-tions that are not reducible to matters that concern the individual alone. But thenatures are not themselves relations, and their representational contents are notthemselves (in general) relational.4
 Psychological explanations normally do not take mental states or events tobe relations to the distal environment. They are psychological kinds that rep-resent that environment. To be the kinds that they are, I claim, there must bean underlying network of relations to the environment. These are constitutiveenabling conditions. Referring to those relations occurs in a different sort ofexplanation—a constitutive or philosophical explanation—than psychological
 3 For a useful discussion of the enormous variation in ways in which an internal–external divisionhas been drawn in biology and psychology, see Peter Godfrey-Smith, Complexity and the Functionof Mind in Nature (Cambridge: Cambridge University Press, 1996), ch. 2.
 4 These points are often obscured by philosophers who use the term ‘intrinsic property’. Someof these writers claim, without explication, that mental contents are intrinsic properties of the mind.This sort of writing tends to be obfuscatory. There are many uses of ‘intrinsic’.

Page 170
                        

Postscript to “Individualism and the Mental” 155
 explanations. The psychological explanations, in effect, take the natures ofmental states for granted. They make reference to kinds that are dependenton relations. But the relations are usually not appealed to in psychologicalexplanations; nor do they enter into psychological laws. I conjecture, with someconfidence, that often the relations that constitutively determine or enable apsychological kind to be what it is are not natural or psychological kinds at all.
 The idea that a nature or kind depends on relations beyond entities that areof that kind is a relatively modest claim—arguably applicable to most or allphysical kinds. A physical body’s shape and rest mass, for example, arguablydepend on the body’s being in space. Space is something beyond the individual.Shape and rest mass are not themselves relations to anything external. Similarly,being the number 3 depends for being what it is on relations to other numbers,but it does not follow that being the number 3 is itself a relation.5
 Avoiding these suggestions is compatible with using the terms ‘internalism’and ‘externalism’. Nevertheless, I find these terms less appropriate to the mainissue than ‘individualism’ and ‘anti-individualism’. The main issue concernsthe role of the individual and the individual’s relations to a wider order inthe constitutive conditions for the individual’s being in specific representationalmental states, or engaging in specific representational mental events or acts.
 So anti-individualism concerns a variety of ways in which the natures of anindividual’s mental states and events are determined by relations between theindividual and a wider order or environment. The wider order or environment isnot in general in the individual’s body or mind, or subject to reflective cognit-ive control by the individual, or explicable purely in terms of the individual’sfunctional, causal, or dispositional capacities. Relations to a social environmentare a prominent subclass among the relevant relations to a wider order.
 THE NATURE OF MIND AND THE NATURE OF CONTENT
 Let me turn to another way in which anti-individualism has been misunder-stood. It is common to take anti-individualism as a theory of content. This takeis understandable. ‘Individualism and the Mental’ has a lot to say about content.It derives its conclusions from reflection on what the representational contentsof particular mental states and events are. Nevertheless, anti-individualism is notfundamentally about the nature of content. It is about the nature of represent-ational mental states and events. It is about constitutive or essential conditions
 5 I make this point in ‘Phenomenality and Reference: Reply to Loar’, in Hahn and Ramberg(eds.), Reflections and Replies, 435–436. The point can easily be inferred from numerous passagesin ‘Individualism and the Mental’. The point is fully understood and incisively developed in RobertStalnaker, ‘On What’s in the Head’, in James Tomberlin (ed.), Philosophical Perspectives, iii (Ata-scadero, Calif.: Ridgeview Publishing Company, 1989), repr. in Pessin and Goldberg (eds.), TwinEarth Chronicles.
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 on an individual’s having the kinds of mental states and events that the indi-vidual has.
 In the thought experiments I maintained that the individuals in the original andcounterfactual situations have thoughts with different representational contents.Since representational contents help type-identify thoughts, the thoughts are ofdifferent types or kinds. The conclusion is about the thoughts themselves. It isabout how having certain thoughts constitutively depends on relations to theenvironment. It is not about the nature of the thought contents themselves.
 The talk of representational contents was not strictly necessary to the argu-ments at all. It served to ward off philosophical misunderstandings—such asassimilating the differences in original and counterfactual situations to differ-ences in the referents of terms or in the subject matter of the thoughts. Thearguments center on the point that in the original situation an individual has oneset of thoughts, and in the counterfactual situation the individual cannot havethose same thoughts. The kinds of mental states and events differ in the twosituations. So what kinds of mental states and events the individual has dependsessentially on relations to the different environments.
 I emphasize that anti-individualism is about the nature of the mental, notabout the nature of representational content. The latter subject seems to me tobe a relatively recherche ontological topic. For me it has substantially fewerinteresting philosophical consequences. Moreover, the thought experiments arecompatible with the Fregean–Platonic view that the natures of representationalcontents are completely independent of relations to anything else. On such aview, different thought contents mark different kinds of thought events or mentalstates in the original and counterfactual situations. Still, the contents themselvesare independent of anything in space or time, including social relations. I thinkthat this view, at least in any general form, is implausible. It is not, however,the objective of anti-individualism per se to defeat it.6
 Representational contents and mental states and events are ontologically dif-ferent topics. Determining constitutive conditions for being a representationalcontent is a different enterprise from determining constitutive conditions forbeing a particular kind of belief or thought. Nevertheless, representational con-tents are to this degree central to the natures of mental states and events. Repres-entational contents are aspects of the fundamental or constitutive kinds (natures)of representational mental states and events. Anti-individualism is about theconditions under which mental states and events can have the representationalcontents that they have, not about the nature of the contents themselves.
 This point figures in my argument in Section d of Section IV against materi-alist token identity theories of mental events. The first premise in that argumentis that a thought event a is necessarily distinct from a thought event b if a andb have different representational contents. (This principle is compatible with a
 6 These issues are discussed further in my Truth, Thought, Reason: Essays on Frege (Oxford:Oxford University Press, 2005), Introduction, esp. pp. 54–68.
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 variety of ontologies of representational contents.) I defended this principle byappeal to the centrality of representational contents in the explanatory enterprisesin which mentalistic notions fit. I stand by this relatively pragmatic defense. Inretrospect, I see it as overly modest. It seems to me that denying the principleis really quite evidently and apriori unacceptable. An account of thoughts thatallows that a given thought could have either of two different representationalcontents while remaining the same thought event amounts to changing the sub-ject. Thought events are partly type- or kind-identified by their contents. Theyare partly individuated by their contents. It seems to me that a philosophy thatdenies this principle has lost its way in ungrounded ideology.
 LANGUAGE AND MIND
 If I were to rewrite ‘Individualism and the Mental’, what I would change mostis some of its emphasis on issues in the philosophy of language.7 This emphasiswas a sign of the times. It was partly necessary for clarifying exactly whatI was claiming. Sometimes it did not distinguish issues about natural-languageascriptions of propositional attitudes from issues about the nature of the attitudesas sharply as I now would.
 The article is explicitly about the nature of mental states and events—thenature of thoughts, or propositional attitudes. A strategy for reflecting on asubject matter that has yielded some insight, especially over the last century, isto begin by reflecting on aspects of language that we take to describe a subjectmatter veridically and systematically. By understanding such linguistic aspects,one then gains insight into structures and other large features of the subjectmatter. Although the language is one level removed from the subject matter, thelanguage’s concreteness and structure often enable one to recognize features ofthe subject matter that would otherwise be missed.8
 This linguistic approach has special advantages when the subject matter ismind. A good bit of our thinking depends on language, both in the sense thatwithout language we would never have been able to think many of our thoughtsand in the sense that many of the structures of thought—for example, logicalstructures—are also structures of language.
 On the other hand, this strategy has obvious limitations. In the first place, itcan never supplant direct exploration of the subject matter, whether by scienceor by common sense. The knowledge about mind that reposes in common senseand in psychology is more extensive and, in a sense, more nearly final than any
 7 For parallel points about ‘Belief De Re’, see the Postscript to that article above.8 The methodology derives, of course, from Frege. For fuller explication of the methodology, see
 Section I of Postscript to ‘Belief De Re’ above. It is clear that the methodology is better suited tosome subject matters than to others. Reflecting on language promises much less insight with respectto astronomy and molecular biology than it does with respect to formal logical consequence or thegrammar module in the mind.
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 knowledge gained by reflecting on language. In the second place, language isused for many other purposes besides those of limning the nature of a subjectmatter. It has metaphorical, rhetorical, emotional, and other broadly communic-ative functions as well. One cannot simply assume that all aspects of languagemirror or correspond to aspects of its subject matters.
 In writing ‘Individualism and the Mental’, I self-consciously followed thisstrategy and was thoroughly aware of its limitations. I thought that the lim-itations could be mitigated by acknowledging them and by being sensitive tothe various purposes for which language is used. I believed then, and believenow, that commonsense is close enough to psychology, certainly to what is nowknown in psychology, that one can learn things from reflecting on commonsense talk about mental states and events. Although later work of mine reflectson psychology directly, ‘Individualism and the Mental’ stayed close to ordin-ary intuitive reflection. As to sensitivity to the different purposes of ordinarylanguage, I think that, for the time at which it was written, the article shows,especially in Sections IIc–d, IIIa–c, a fairly sophisticated sensitivity to differentways in which language can be taken or used. I tried to indicate that the thoughtexperiments in Sections IIa–b avoid depending on uses of language that do notreflect anything significant about the mentalistic subject matter.
 Most of the discussion of language in the article was intended to be defens-ive and clarificatory. I wanted to show that common philosophical assumptionsabout automatically reinterpreting a person’s language and mental states, whenthe person does not fully understand a term, fail to accord with common practiceand fail to issue from any strong rationale. I wanted to distinguish my pointsabout the natures of mental states and events from points that had already beenmade about the reference of certain terms and concepts. I wanted to show thatthe thought experiments apply to nearly all mental states, not simply to factivemental phenomena (knowing, seeing, being jealous of) that obviously dependon some relation to the subject matter. And I wanted to distinguish the phe-nomena that interested me from indexical phenomena that were easily conflatedwith them. All of these points were facilitated by employing terminology andreasoning from the philosophy of language. I stand by the points that I madethen, and I believe that my way of making them was correct.
 Still, there are scattered remarks in the article about contributing to a theoryof language about propositional attitudes (Sections I, IIId). And some of thestrategy of argumentation moves back and forth between discussing ascriptionsof propositional attitudes and discussing the nature of the attitudes themselves.Some of this shuttling back and forth failed to keep it completely clear thatascriptions are simply evidence or a diagnostic device, not the primary subjectmatter. In fact, some responses to the article maintained that I had given a reas-onable account of ordinary language use, but that ordinary language is simplymisleading about the natures of mental states and events. I believe that suchresponses missed the real force of the thought experiments. I think that some ofwhat I wrote anticipated such responses and did a lot to rebut them in advance.
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 (Cf. the sections mentioned above: IIc–d, IIIa–c, but also Section b of IV.)There is no question that the article is fundamentally about mind, not funda-mentally about mentalistic language. I also believe that the methodology of thethought experiments and of the discussions of language could have been moresharply delineated. I think that the article does contribute to an understandingof language. Nonetheless, I think that this is a secondary contribution.
 There are more specific, more technical assumptions about language thatenter into the argumentation of the article. In order to show that my thoughtexperiments bear on the natures of mental states, and not merely on ascriptionsof mental states that overtly relate the states to aspects of the environment, Iemphasized that the points are supported by ‘oblique occurrences’ in contentclauses of mental-state ascriptions. I wanted to bring out that my claims borenot only on ‘de re’ aspects of mental states and events, but also on ‘de dicto’aspects. More accurately, I wanted to bring out that the claims bore not only ondemonstrative-like aspects of the content of mental states, but also on constant,non-indexical, non-demonstrative concepts.
 We can say ‘Alfred believes that that X-ray machine is blocking his way’.If Alfred is a chimp, it is obvious that Alfred has no thoughts about X-raymachines as such. The term ‘that X-ray machine’ is not used to even suggestanything about how Alfred thinks about anything. The ascription is just a looseway of indicating that Alfred has some thought about the physical object thatis (or constitutes) the machine, and that the thought is to the effect that thatthing is in his way. Any other expression that picked out roughly the samething—such as ‘that big contraption’ or ‘the biggest artifact in the room’ or‘that hunk of metal’ (recognizing that these expressions do not really denotethe same objects)—would have served communicative purposes about as well,and would have produced a sentence that is roughly true. Any other singularexpression that picked out even roughly the same object would do as well.The purpose of the ascription is not primarily to indicate the nature of Alfred’smental state, or even exactly what object Alfred has a belief about. It indicatesalmost nothing about how he is thinking. (Even the predication ‘is blockinghis way’ is pretty loose.) The main point is simply to relate Alfred to somehunk or artifact in the world and say that Alfred believed it to be some sort ofobstacle.
 I meant to contrast this sort of case with ascriptions that had more the pointof indicating something about how an individual is thinking—what the indi-vidual’s concepts or representational contents are, what kinds of mental statesthe individual is in. I took it that there are ascriptions of propositional atti-tudes in which certain expressions in content clauses cannot be exchanged withany old coextensive expression without changing the truth-value of the wholesentence. The reason that they cannot be exchanged is that the expression inthe content clause has partly the role of signifying something (perhaps exactly,perhaps approximately) about the individual’s way of thinking, or equivalently,about the representational content of his or her thought.
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 Thus, Bert may believe that mercury is in the thermometer without believingthat quicksilver is in the thermometer, even though mercury is quicksilver. OrCary may believe that Mohammed Ali was a great fighter without believing thatCassius Clay was a great fighter, even though Cassius Clay is Mohammed Ali.Or child Dirk might believe that three-quarters of the milk was spilt withoutbelieving that 75 percent of the milk was spilt, even though three-quarters and75 percent are the same proportion. In each case, the key term—‘mercury’,‘Mohammed Ali’, ‘three-quarters’—plays a role not only in indicating somekind, property, individual, proportion, or relation. It also signifies a particularway of thinking, or a class of ways of thinking, about the entity. One can thinkof someone as Mohammed Ali without thinking of him as Cassius Clay. Onecan think of a material as mercury without realizing that mercury is quicksilver.And so on.
 I summed up these sorts of points by saying that the relevant expressionsin the content clauses occur obliquely and would not undergo exchange withcoextensive expressions without risking affecting the truth-value of the wholesentence. I believe that there are uses of the language according to which thesepoints are correct.
 Subsequent to the time when I wrote ‘Individualism and the Mental’, somephilosophers of language have maintained that these kinds of point about lan-guage are incorrect. They hold that, always, if an individual believes that mer-cury is in the thermometer, the individual believes that quicksilver is in thethermometer, even if the individual thinks of quicksilver as a kind of silver,or is unsure what quicksilver is. They maintain that there may be a pragmaticimplicature in the sentence ‘Bert believes that mercury is in the thermometer’.The implicature would be that the individual uses ‘mercury’ and not ‘quicksil-ver’, or appropriate cognates. They hold that it might be contextually misleadingto say ‘Bert believes that quicksilver is in the thermometer’. They hold that theterms are nevertheless inter-substitutable without risk of change of truth-valueof the whole sentence. So they hold, ‘Bert believes that quicksilver is in thethermometer’ is true if and only if ‘Bert believes that mercury is in the thermo-meter’ is true. And similarly for all the other examples that I cited or gestured at:If one believes that mercury is in the thermometer, one believes that quicksilveris in the thermometer—full stop.
 I find this sort of view implausible, or at best incomplete. There are certainlystandard uses of these sentences on which coextensive expressions are inter-substitutable salve veritate.9 There are also standard uses on which the exchanges
 9 A de re ascription that does not purport to be relevant to how the individual is thinking of there simply specifies a referent and implies that the individual had some de re attitude toward it. Apseudo de re ascription simply specifies an object that the attributer of the attitude takes to be adenotation of some component in the individual’s thought, without implying that the specificationis relevant to how the individual thought of the object, or even to whether the individual’s thoughtis de re at all. There are cases in which even the attributer may not have a de re attitude toward thedenoted (perhaps merely described) object.
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 will lead to false sentences, not just misleading ones. There is a systematic pointto refusing exchange—that of indicating something about the way an individualis thinking. The fact that this point is systematic, and well understood amonglanguage users, indicates that it is not merely a matter of contextual implicature.The fact that it is expressed in systematic structural ways, independently ofparticular lexical items, indicates that it is not analogous to standard examplesof conventional implicature.
 The differences in the sentences that derive from such substitutions can bearon differences in the individual thinker’s point of view. I think that when weallow free substitution, we are engaging in a standard use in which we do notcare about such differences. What proponents of the relevant pragmatic theorycount as cancellations of implicatures are in fact switches from one standardusage to the other.
 So I stand by my original arguments. In those arguments I pointed out thatthe thought experiments apply just as much to an ascription ‘Al believes that hehas arthritis’ if ‘arthritis’ is understood to occur obliquely (in a way that doesnot admit free interchange of coextensive expressions salve veritate) as it doesif ‘arthritis’ is understood to occur transparently (in a way that admits of freeinterchange with coextensive expressions salve veritate). The purpose of thispoint was, again, to emphasize that the thought experiments bear not just onwhat the individual’s beliefs refer to (or to what we refer to in ascribing thebeliefs). They bear primarily on the way the individual thinks, what kinds ofmental states he has.
 This issue about the semantics of natural language is not, however, of centralimportance for my primary purposes. Whether exchange of what are normallycoextensive expressions in ordinary belief ascriptions can yield changes in truth-value is a relatively technical issue in the philosophy of language. I believe thattwo other points are primary.
 One is that the force and purpose of my linguistic argument is unaffected bythe outcome of the dispute just described. Even if there is merely a pragmaticdifference between the two ascriptions, the pragmatic difference bears on a dif-ference in mental state, or point of view in the individual to whom the mentalstate is ascribed. This is the point at issue. It does not matter whether the dif-ference is indicated semantically or pragmatically. My argument was supposedto bring out that the thought experiments bear on differences in mental state,not merely differences in mental reference (or reference by the ascriber). Thatfact stands whether the differences are actually denoted semantically in natural-language ascriptions, or are only pragmatically implicated in such ascriptions.My primary interest lay not in the character of natural-language ascriptions,but in the nature of mental states. The ascriptions played merely the role ofclarification and evidence for a conclusion about mind.
 I believe that it is obvious that even if the pragmatic account of the natural-language phenomena were correct, we could explain a language of psychologicalascription in which the representational contents of mental states, and relevant
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 differences among them, would be denoted in ascriptions, not merely implicated.I believe that such a language would be useful in psychological description andexplanation. In fact, I believe that our natural language closely approximatessuch a language in some of its uses.
 The other primary point is really the fundamental one. The thought experi-ments in ‘Individualism and the Mental’ do not rely primarily or essentially onargumentation about the nature of ascriptions of mental states at all. Althoughdiscussion of ascriptions looms large in the article—too large—it is not essen-tial to the force or purpose of the main line of the argument. The fundamentalreasoning in ‘Individualism and the Mental’, and in subsequent thought exper-iments that support anti-individualism, is not reasoning about language. Thefundamental reasoning concerns conditions under which one can be in certainsorts of mental states, or have certain concepts. The intuitions on which thethought experiments rely center on conditions under which it is possible orimpossible to have certain thoughts or perceptions.
 This approach to the issues is evident in the extensive discussion of incom-plete understanding of concepts or notions, where understanding a notion X isexplicated roughly as knowing what an X is (Sections I, IIc–d). It is presentin the various non-meta-linguistic formulations of the thought experiments, andin such remarks as that it is hard to see how the patient (in the third step ofthe arthritis thought experiment) ‘could have picked up the notion of arthritis’(end of Section IIa). It is present in the persistent reasoning about the subject’sviewpoint (Sections IIIc–d) and about the contents of states, which I take tohelp mark or type-identify the basic mental-state kinds (passim).
 The arthritis thought experiment is this simple: The first stage illustratesthat it is possible for an individual to have thoughts about arthritis as sucheven if one does not realize that arthritis must occur in joints. Other people onwhom the individual partly relies in communication for connection to arthritisdo know this. The second stage sets out a possible situation in which a similarindividual, is, in ways relevant to understanding his psychology, a duplicate ofthe original individual, from the skin inwards. The second individual is in adifferent social situation. In this situation, neither the individual nor anyone elsehas isolated arthritis as a syndrome of diseases. In this situation, the individual’sand community’s word form ‘arthritis’ is standardly used to apply to somesyndrome that includes rheumatoidal ailments that occur outside joints. Thethird stage indicates that in such a situation it is not possible for the individualto have thoughts about arthritis as such. So the first and second individuals havedifferent kinds of thoughts.
 METHODOLOGY AND EPISTEMIC IMPLICATIONS
 The thought experiments center on examples. In philosophy, at least philosophythat is not explicitly philosophy of science, it seems to me that there is commonly
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 more epistemic power and persuasiveness in examples than in principles. Oneaim of philosophy is to find principles. Finding them is often surer throughreflection on cases than through trying to think up principles directly. Theexamples test and provide counterexamples for putative principles. They alsostimulate discovery. The thought experiments proposed in ‘Individualism andthe Mental’ are intended to be counterexamples to individualist principles. Theyare also intended to suggest directions for finding positive principles about con-stitutive factors involved in determining mental states, or in determining whatrepresentational contents an individual’s mental states can have.
 The steps of the thought experiments are not principles, it must be stressed.10
 They are judgments about hypothetical cases. How to generalize from a case isusually not evident. Usually, one has to consider more cases.
 My thought experiments suggest some epistemic lessons. One of the broadestlessons is that conceptual and linguistic understanding commonly do not rest onthe stable mastery of self-evident principles governing use of concepts or terms.One can master a concept well enough to think with it without understandingconstitutive principles that govern its usage. Broadly, the reason for this is thatconstitutive principles depend on the nature of the subject matter of the concept.Normally, we do not have infallible insight into the nature of the subject matter.Sufficient mastery to think with a concept commonly resides in a know-howability to apply the concept to cases and in mastery of a few members from alarge family of rules of thumb and forms of inference, perhaps in associationwith some perceptual presentations. The rules of thumb need not be distinctiveto the concept or sufficient to fix its range of application. They need not evenbe veridical. We may be vague as to how to apply a concept even though ourconcept is not itself vague, or is less vague. The natural commitments of ourusage may be fuller than we realize.
 In what follows I will be using the terms ‘explicational principle’, ‘conceptualunderstanding’, ‘explicational understanding’, and ‘explicational belief’. I intendthese expressions in very broad senses. I do not think that there is a sharp linebetween what constitutes understanding a concept and what constitutes usinga concept while presupposing comprehension of it. Examples of explicationalprinciples are ‘Atoms are indivisible particles’, ‘Atoms are particles with a nuc-leus of protons and neutrons surrounded by electrons in orbits’, ‘Genes are thebasic biological unit-determiners of heredity’, ‘Arthritis occurs only in joints’,‘Contracts can be oral as well as written’, ‘Water is H2O’, ‘To be an artifactis to bear some relation to an individual’s intention or use’, ‘Sets are identicalif and only if they have the same members’, ‘A function is an abstract law ofcorrelation which given an input yields a unique output, if any output at all’.Such principles, true or false, purport to bear on what it is to be the sort of
 10 Among my thought experiments, the one exception to this claim is the thought experimentcommon to ‘Cartesian Error and the Objectivity of Perception’ and ‘Individualism and Psychology’(Chs. 7 and 9 below). See the discussion of this exception in the Introduction.
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 thing indicated by the concept being explicated. The principles bear both on thenature of the thing—what it is to be that sort of thing—and the nature of theconcept. Conceptual understanding is purportedly deepened when one comes tobelieve such principles. The relevant cases that I discuss are intuitively centralto deepening understanding, or making it fuller or more nearly complete. Theyare relevant to conditions that bear on the nature of the concept by bearing onthe nature of the subject matter that it specifies.
 I shall be discussing cases in which I believe that concepts are shared amongindividuals some of whom understand the concept better than others. Much ofwhat I say does not depend on this belief. What is important is that the relevantexplications provide constitutive conditions on the application of the concept,or concepts, to a shared referent (or range of application). I believe that thestronger description in terms of shared concepts is nevertheless often correct. Itis part of the best explanation of the transmission of knowledge. It is also oftenpsychologically, culturally, historically, and epistemically illuminating.
 It will be apparent, both from the examples and from what follows, that Ido not believe that all explications of concepts are analytic, in any sense of‘analytic’. Many are empirically warranted. Even those beliefs in conceptualexplications that are apriori warranted are normally not analytic in any sense. Ireject as altogether without application the notion of analyticity that entails thatan analytic truth is vacuous or not made true by a subject matter. I also believethat relatively few concepts are best regarded as having any extensive internalconceptual structure, which would allow other concepts to be ‘contained’ inthem. So I think that there are very few analytic truths of containment.11 Mostof the apriori beliefs that I discuss that bear on conceptual understanding aresynthetic apriori, in every normal sense of ‘synthetic’.
 The notions of conceptual understanding and conceptual explication that Iemploy are meant to be intuitive, relatively non-technical notions. I do notassume that there is, in general, a sharp line between what constitutes an explic-ational principle and what constitutes a non-constitutive fact about a subjectmatter. Still, in the cases I discuss, I do assume that it is intuitively correctto regard the identity or nature of a concept to be purportedly illuminated byexplicational principles. I also take the notions of conceptual understanding andexplicational principle to be illuminated by the cases to which they seem toapply. I do not associate these notions with a worked-through theory. I intend
 11 The rejection of the sort of analyticity that claims that analytic truths are vacuous and notmade true by a subject matter derives, of course, from W. V. Quine. Cf. his ‘Carnap and LogicalTruth’ (1954), repr. in Ways of Paradox (New York: Random House, 1960). The rejection of allbut a few cases of the sort of analyticity that claims that analytic truths enunciate containmentrelations among concepts derives from Hilary Putnam, ‘The Analytic and the Synthetic’ (1962),repr. in Philosophical Papers, ii (Cambridge: Cambridge University Press, 1975). Discussion of thethese different conceptions of analyticity, and one other, occurs in my ‘Philosophy of Language andMind: 1950–1990’, The Philosophical Review, 100 (1992), 3–51 (Cf. Ch. 20 below); and in my‘Logic and Analyticity’, Grazer Philosophische Studien, 66 (2003), 199–249, secs. I–II.
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 the remarks that follow to point toward a better understanding of the terms, andperhaps ultimately toward something resembling theory.
 I think that one can distinguish four types of cases that bear on conceptualunderstanding. These cases delineate conditions under which reflection can orcannot yield fuller understanding of our concepts and conceptual abilities.12
 In the first type of case, conceptual understanding of an explicational principleis dependent for its warrant on empirical information. The explicational prin-ciple can be understood implicitly and brought to explicit consciousness throughreflection. Or it can be constructed through providing empirical explanations.The second, third, and fourth types of case involve different forms of aprioriexplicational understanding.13 The second type involves apriori implicit under-standing of a principle that can be brought to the surface by reflection. The ideais that an apriori warranted implicit belief in an explicational principle guidesthe individual’s employment of a concept even though reflection or dialectic isnecessary if the implicitly understood principle is to be brought to conscious-ness. The third type involves implicit understanding of materials from which therelevant explicational principle can be constructed. But the principle itself is notimplicitly believed. It does not implicitly guide the individual’s employment ofthe concept, at least until the individual comes to believe the principle explicitly.Eventual belief in the principle is apriori warranted. In this case, reflection doesnot simply clarify and make distinct something that is already unconsciouslypresent in the individual’s psychology and guiding the individual’s judgmentsabout cases. Reflection puts together the explicational principle for the first timewithin the individual’s psychology. The fourth type of case involves coming torecognize, with apriori warrant, a principle that intuitively bears on the correctexplication of a concept, at least partly from materials that were not all availablein earlier uses of the same concept. In this case, at a certain time, reflection alonewould not have sufficed for recognition of the principle, for some users of theconcept. Further education, perhaps even new concepts, would be necessary.14
 12 In this section of the Postscript, I draw on all the thought experiments, not just those in‘Individualism and the Mental’. For further discussion of these methodological and epistemic matters,see my ‘The Thought Experiments: Reply to Donnellan’ and ‘Concepts, Conceptions, ReflectiveUnderstanding: Reply to Peacocke’, both in Hahn and Ramberg (eds.), Reflections and Replies, andmy replies to the essays by Martin Davies and Antoni Gomila Benejam in Maria J. Frapolli andEsther Romero (eds.), Meaning, Basic Self-Knowledge, and Mind: Essays on Tyler Burge (Stanford,Calif.: CSLI Publications, 2003).
 13 It will be seen that the three types of apriori understanding could be taken to have threecounterparts as sub-cases of empirically warranted understanding of explicational beliefs. I givefour cases instead of six only because I think that separating the sub-cases is philosophically andhistorically more illuminating in cases of apriori explicational understanding.
 14 Delicate issues hover over these points. Some kinds of reflection, especially in the third typeof case, yield new knowledge for the individual. This can be seen as a sort of self-education.Nevertheless, I think that we have a rough, at least case-based, sense of a distinction between whenthe individual uses materials already available to work out new knowledge, and when the individualgains further knowledge that is not simply derived from putting things together that he alreadyknew. Sometimes new concepts or techniques are needed. Sometimes communication with others
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 The last three types of case bear on apriori warranted understanding, andthus on the limited rationalism that I maintain. The last type of case was notrecognized by traditional rationalists, and the next to last was not high-lighted.It is therefore, I think, of some interest to mark their possibility.15
 In all four cases, the principle that is taken to explicate the concept andilluminate its application conditions could be false. This is an important point.All explication is eventually responsible to an objective subject matter to whichthe concepts purportedly apply. In view of our fallibility, explications can bemistaken, even those that are taken to be definitional. I shall, however, assumein this discussion that the relevant explicative principles are true.
 Let me turn to concrete examples of the four types of cases. In the thoughtexperiments that I have given, the most common type of belief that expressesconceptual understanding is empirical.16 For example, the belief that a contractcan be oral as well as written has empirical warrant. The belief that water isH2O clearly empirical. The thought experiment from ‘Intellectual Norms andFoundations of Mind’ (Ch. 10 below) suggests that the belief that sofas areartifacts made or meant for sitting has partly empirical sources of warrant andis vulnerable to empirically based doubt.
 Similarly, Dalton’s false explicational belief that atoms are indivisible andour (presumably true) explicational belief that atoms have a nucleus surroundedby electrons in orbits are, respectively, empirically disconfirmed and warranted.The empirical explication does not, of course, give conceptual ‘definitions’ of theempirical concept, conceptually guaranteed to be true, although perhaps Daltonmistakenly thought that his did. It is nevertheless relevant to understanding basic,constitutive matters about the concept’s application.
 is essential. The distinction between synthetic apriori knowledge gained by reflection and syntheticapriori knowledge gained by other means is delicate. I think, however, that there is no reason simplyto ignore the distinction. Rather we should use cases and reflection to try to understand it better.
 15 I believe that Frege had a conception of apriori knowledge that in effect acknowledges these lasttwo sorts of cases. My conception of apriority has been substantially influenced by Frege. Aspectsof the ideas that follow, together with their relations to anti-individualism, are discussed in muchgreater detail in ‘Frege on Extensions of Concepts, from 1884 to 1903’, ‘Frege on Truth’, ‘Frege onSense and Linguistic Meaning’, ‘Frege on Knowing the Foundation’, ‘Frege on Apriority’, collectedin Burge, Truth, Thought, Reason, the Introduction, ibid. 54–68; and ‘Logic and Analyticity’.
 The key difference between my conception of rationalism and classical rationalism is the mainpoint of an exchange between me and Christopher Peacocke. Peacocke advances a fairly standard,Leibnizian version of the traditional rationalist view. I point to ways in which such a view missesthe resources that anti-individualism provides to expand the range of possibilities for understand-ing the nature of reflection. Cf. Christopher Peacocke, ‘Implicit Conceptions, Understanding, andRationality’ and Burge, ‘Concepts, Conceptions, Reflective Understanding: Reply to Peacocke’ bothin Hahn and Ramberg (eds.), Reflections and Replies.
 16 The general point about the extreme fallibility and empiricality of most explications of empir-ically applicable words, in both science and common sense, is a major theme, developed repeatedlyand well, in the work of Hilary Putnam. His development of the point is much earlier than mydevelopment of the anti-individualistic framework. I think that that framework helps explain sev-eral of Putnam’s insights. See numerous articles in his Philosophical Papers, I and II. See esp.‘An Examination of Grunbaum’s Philosophy of Geometry’ (1963), ‘A Memo on Conventionalism’(1963) (vol. i), and ‘The Analytic and the Synthetic’ (1962), ‘Is Semantics Possible?’ (1970) (vol. ii).
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 There are cases of empirically warranted beliefs or presuppositions that arerelevant to conceptual understanding and that are more ‘meta’. For example,the fact that having the concept aluminum is constitutively dependent on eithertheorizing about the structure of aluminum in a way that is approximately corrector bearing some causal relation to something with the chemical structure ofaluminum, depends on aluminum’s being a natural kind concept and aluminum’sbeing a natural kind. An individual does not have to believe that aluminum isa natural kind, or that aluminum is a natural kind concept, if the individual isto have the concept aluminum. But I think that the individual must have somenotion of what a natural kind is, and must not be closed to the possibility thataluminum might be a natural kind. Understanding that aluminum is a natural kindor that aluminum is a natural kind concept is relevant to fully understanding theconcept aluminum. Understanding these two truths is warranted only empirically.Similarly, our theoretical meta-knowledge that having the concept aluminumrequires bearing some causal or correct theoretical relation to something withthe chemical structure of aluminum is warranted only empirically.
 The second type of case is the sort emphasized by the classical rational-ists—Descartes, Leibniz, Kant. The idea is that embedded in an individual’spsychology is an implicit understanding of a principle that explicates the relev-ant concept. The understanding is implicit in that it is unconscious and availableto conscious belief only through reflection. It is present in the individual’s psy-chology in that belief in the principle helps explain the individual’s applicationof the concept to cases, or in other less general applications. The job of reflec-tion is to make one’s conceptual understanding consciously explicit, partly bymaking one’s ideas clear and distinct.
 My thought experiments have not centered on cases of this sort. But thoseexperiments, and earlier ones by Kripke, Donnellan, and Putnam, brought backto philosophical prominence the classical rationalist view of reflection. They didso because the classical rationalists reflected more on reflection, and had a fullerstory about it, than other philosophers in the history of philosophy. And thesethought experiments clearly utilize some sort of reflection—even though thereare clearly empirical aspects to all of these thought experiments. For example,they make such assumptions as that Jonah, Aristotle, aluminum, arthritis, andso on, exist.
 An example that I believe illustrates the classical rationalist view is Zermelo’sformulation of the principles of extensionality and grounding for the (iterative)concept of set. These principles, or approximations to them, are fundamental toanyone’s understanding of the iterative concept of set. They are so well knownnow that they do not illustrate implicit knowledge for many of us. However, anintelligent novice in set theory who has been given a few examples of sets andthen given the principles might well, on reflection, explicitly recognize the truthof the principles for the first time. It might well be correct that the principlesimplicitly guided the individual’s use of the concept in reasoning about particularsets, before the principles were formulated for him or her.
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 It is important in understanding the classical rationalist view that one notassume that the concept being explicated, or the concepts used in the explication,must be non-empirical. Some of the applications of the concept of set to casesin pure mathematics are not empirical at all. But not all concepts used in aprioriconceptual explications need be of this sort.
 For example, the concepts natural kind and chemical structure are empiric-al in two ways. First, the concepts were probably acquired through empiricalexperience.17 Second, all applications of them to instances that they are trueof are warranted empirically. Acceptance of certain principles that are part ofexplicational understanding of the concept natural kind nevertheless seems tobe apriori warranted. Consider the principles:
 If something is a natural kind concept, an individual could use the conceptwithout being able to tell definitively by correct observation whether some-thing is an instance of the natural kind: instances of natural kinds admit oflook-alikes in normal conditions.
 If something is a natural kind concept, and the relevant natural kind isindividuated by its chemical structure, then an individual could have thatnatural kind concept without knowing the kind’s chemical structure.
 It seems to me that belief in these principles is apriori warranted, even though theconcepts natural kind and chemical structure are acquired only through experi-ence, and even though any warrants for identifying instances of these kinds arecertainly empirical.
 As regards the first principle, knowing what a natural kind is requires beingopen to perception’s not determining whether something is an instance of a nat-ural kind. Whether something is an instance of the natural kinds water, gold,fruit, and so on depends on facts that may not be immediately evident to per-ception. What determines an instance of a natural kind to be an instance may bea fact about the thing that is hidden from view, and discoverable only throughfurther investigation. Answers to which things are natural kinds are warran-ted only empirically. Whether a concept is a natural kind concept is similarlydependent on these empirical matters. But warrant for believing the principle
 17 Probably all concepts are ‘acquired’ through experience, at least in that they are triggered andbecome available through perceptual stimulation. Some conceptual development is, however, theresult of normal human maturation, rather than the product of being taught through the transmissionof history and culture, or dependent on any particular range of experiences for acquisition. It iscommon in current developmental psychology to consider concepts that are acquired in this weaksense as innate, not learned. So for such concepts, the sense in which their acquisition is empiricalis very weak. In fact, there is a spectrum of cases on this issue. The concept natural kind is, atleast in Western culture, acquired by human children at a fairly regular time of life, about 3 or4 years old. Cf. S. A. Gelman and E. M. Markham, ‘Young Children’s Inductions from NaturalKinds: The Role of Categories and Appearances’, Child Development, 58 (1987), 1532–1541. Itwould be interesting to know whether the concept is universal among human beings. It would alsobe interesting to know whether particular sorts of experiences, and if so which, are necessary to itsbeing acquired. The same questions arise for the concept chemical structure.
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 itself seems to me to be apriori. Understanding the principle, or some dumbed-down approximation to it, is part of distinguishing natural kind concepts fromobservational concepts. Similar remarks apply to the second principle.
 Lower-order versions of these principles can, and probably often do, impli-citly guide an individual’s application of natural kind concepts. To have theconcept natural kind, much less to have natural kind concepts, an individualneed not have the concept natural kind concept. So only lower-order analogsof these principles are likely to be psychologically in play in early uses ofnatural kind concepts. But once the individual believes, on empirical grounds,that something is a natural kind, or uses a natural kind concept, the individualwill be open to allowing that whether something is an instance of the kind canbe determined by more than meets the eye. If an individual has the conceptnatural kind concept, and the other concepts in the principles, the individualwill probably also be guided in applications of his or her natural kind con-cepts by something like the principles. Of course, even so, the individual mightfail to assent to them. The individual might require dialectic or reflection tomake the principles explicit and convincing. And of course, individuals, notexcluding philosophers(!), can mistakenly deny the principles, because of biasor interference in their understanding.
 Similarly, acquisition of a concept like arthritis depends on experience.Application of the concept to cases rests on empirical warrant. An appreci-ation of the ways that people depend on one another in language use derivesfrom experience of specializations, differences of positioning, and differences inbackground knowledge among people within a culture. Consider the principle:
 If an individual relies on others in certain ways for acquisition of the conceptarthritis and for correction in its use and application, the referent (or range ofcorrect application) of the individual’s concept can depend partly on whatothers count as arthritis, and on others’ connecting the individual to thereferent (or denotation) of the concept through causally mediated chains.
 I think that this principle, like an analogous principle for the referents of propernames, is apriori warranted. It is apriori warranted even though acquisition ofconcepts in the principle is empirical. This principle may guide recognitionof examples of reference for a concept of arthritis, even though an individualmay not recognize the principle immediately when presented with it—and eventhough an individual may deny the principle when presented with it.18
 The third type of case is also relevant to understanding apriori conceptu-al understanding. This type of case is incompatible with doctrines of classicalrationalists. Or at least those doctrines commonly neglect such cases. Someexplicational principles whose recognition derives from reflection make use only
 18 It was part of classical rationalism to hold that apriori knowable principles may not be known,even on reflection, because some prejudice may block clear and distinct understanding of principlesthat implicitly guide usage.
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 of matters that are already known or are at least implicitly available to reflection.Yet some of those principles are in no sense implicit in the psychology of theindividual before reflection. They are not part of the explanation of the indi-vidual’s previous uses of the concept. Implicit belief in them does not guidethe individual’s application of the concept. The principle is arrived at synthetic-ally, through apriori theory building. It goes beyond anything that the individualimplicitly knew, believed, or had ‘as a unit’ in his or her psychology prior toreflection. It yields new conceptual understanding.19
 Many cases may be indeterminate, or at least difficult to determine. I believeit plausible and certainly coherent to take Newton’s notion of limit to be whatWeierstrass’s definition of limit explicates. Weierstrass’s explication gives thebest unifying explication of Newton’s primary uses of a concept of limit in hiscalculus. It gives a constitutive explication of what Newton’s concept applies to.The explication plausibly provides deeper understanding of a concept that wasused prior to its recognition. Acceptance of the explication is apriori warranted.Newton’s actual uses need not have been guided by unconscious belief in theexplication. I think it plausible that they were not. Newton’s uses were, or mighthave been, guided only by a grab-bag of applications to cases, rules of thumb,partial explications, idealized geometrical diagrams, and so on. Nevertheless,Newton could have understood Weierstrass’s explication and could have recog-nized it to be true. The main point here is that this description of the case iscoherent and possible.20
 19 I develop these points for empirical as well as apriori cases in ‘Concepts, Conceptions, Reflect-ive Understanding: Reply to Peacocke’.
 20 The historical cases that I discuss are meant to be illustrative of epistemic possibilities. Irecognize that a full treatment of cases, and making them plausible to historians, would requiremuch more development. This particular case is especially complex. Newton also had the conceptof limits as infinitesimals. This idea is, however, more central to Leibniz’s treatment of the calculus.(See the discussion of Leibniz below.) As I understand the history, from the early 1670s onward,Newton came to think that his use of the concept of motion in his application of the calculus was insome tension with the more static/geometrical notion of infinitesimal. He tried to develop his theoryof ‘fluxions’ in a way that freed it from reliance on the notion of infinitesimal. In an unpublishedtreatise De Methodis (probably 1671–2), he wrote of quotients of affected equations extended in aninfinite series that they ‘ever more closely approach the root till finally they differ from it by lessthan any given quantity and so, when they are infinitely extended, differ from it not at all.’ Newtondeveloped this conception during the next fifteen years, into the work of Principia. This way ofthinking is different from thinking of limits in terms of infinitesimals. Although in later publishedwork he mixes talk of infinitesimals with this idea of approaching a root, there are unpublishedpassages in which he scorns the idea of infinitesimals and takes his fluxion method to be superior.Newton was clearly aware that he had (at least) two concepts. I take the latter fluxion concept to bedominant in guiding Newton’s main conception and use of the calculus. I take the quoted passageto be suggestive of Weierstrass’s intuitive idea, and quite different from Leibniz’s (and Newton’sown) infinitesimal conception. Of course, Newton probably saw the idea of approaching a limitliterally in dynamical terms, and in this respect his view differs from Weierstrass’s. I regard thisaspect of Newton’s position as a mistaken conflation of dynamical ideas with an underlying, partiallyunderstood, purely mathematical concept. Of course, we now understand Weierstrass’s conceptionof limit in terms of the notions of function and operator. Newton had only a partial understanding ofthese notions. They too did not become clarified until centuries later. As with Weierstrass’s definitionof limit, Newton had the conceptual materials to understand the later explications, even though

Page 186
                        

Postscript to “Individualism and the Mental” 171
 Similarly, pre-Fregean nineteenth-century logicians made judgments aboutone proposition or thought following, as a logical consequence, from others.Such logicians could have understood, with minimal explanation, the generalexplications that were given of logical consequence by Tarski and others. It isextremely implausible to think that the earlier logicians’ judgments about caseswere guided by an implicit understanding of the general explications. Theywere guided in their judgments by particular understandings of logical constantsin particular arguments, and perhaps by vague middle-level principles. It is not,however, plausible that the generalizations that are required to yield a systematicaccount of logical consequence were embedded in their psychologies—eventhough such generalizations were both comprehensible to the nineteenth-centurylogicians and correct general meta-logical explications of their intuitive conceptof logical consequence.21
 Although the third principle that I blocked off in discussing the second caseof conceptual understanding may often implicitly guide individuals’ judgmentsabout instances, I think that this need not be so. An individual can be per-suaded by the principle because it accounts well for remembered cases. Forexample, an individual can remember particular cases in which he or she did notknow enough about arthritis to determine its range of application by descrip-tion, but in which he or she was thinking about arthritis. Then it could benoticed that the thinking must have succeeded through reliance on others whoknew more and who could better distinguish arthritis from other possible oractual diseases. The individual need not, even unconsciously, have put togetherthe generalization. But the individual can understand the principle and recog-nize its truth, at least arguably with apriori warrant, once given a few cases toreflect upon.
 I turn now to a fourth case of conceptual explication. Here again belief inthe explication can be apriori warranted. The case differs from the third case inthat an individual may not be in a position, even in principle, to put together theexplication and recognize its truth without very substantial additional education.Some apriori warranted belief can constitute fuller understanding of a conceptthan employers of the concept had before, even though the explicating principledoes not derive fully from material accessible to those who had thought withthe concept.
 almost surely they had not been put together as a unit in his psychology, in a way that implicitlyguided his own understanding. Still, it seems plausible to say that he had a concept of limit thatWeierstrass explicated, and a concept of function, or one concept of function, that later becameclarified. I hope to write more fully on these cases. For material on Newton’s mathematical viewson which I have drawn, see D. T. Whiteside (ed.), The Mathematical Works of Isaac Newton, 2 vols.(New York: Johnson Reprint Corporation, 1964), Introduction; D. T. Whiteside, The MathematicalPrinciples Underlying Newton’s Principia (Glasgow: University of Glasgow Press, 1970); RichardS. Westfall, Never at Rest: A Biography of Isaac Newton (Cambridge: Cambridge University Press,1980); the quote is from page 228 of this work.
 21 Cf. my ‘Logic and Analyticity’, esp. secs. IV–VI.

Page 187
                        

172 Postscript to “Individualism and the Mental”
 In the third case, we assumed that a correct explicational principle of anindividual’s concept had not coalesced and had not been put together at anylevel of the individual’s psychology. So the principle did not implicitly guidehis or her usage. Still, the individual could in principle have come to recognizethe truth of the principle by putting together materials already at his or herdisposal. Thus, although it would have been too much to expect, Newton couldin principle have thought up Weierstrass’s definition of limit, from conceptualmaterials and mathematical principles already available to him. Such thinking-upmay have required putting together conceptual materials that Newton had not puttogether in his uses of his concept limit. Newton nevertheless had the backgroundknowledge and conceptual wherewithal to have understood the definition, andto have even produced it, if he had exercised sufficient reflection.
 In this fourth case, an individual whose concept is explicated in a con-stitutively relevant way might not be in a position to recognize the truth ofthe principle, no matter how much reflection he or she exercised on availablematerial. A plausible example of this sort of case is Leibniz’s use of a notionof infinitesimal in his development of the calculus. The notion received a rigor-ous and stable explication by Abraham Robinson three centuries later. Robinsonused mathematical concepts and techniques that simply were not available toLeibniz. Yet Robinson’s account through non-standard analysis plausibly givesa mathematically correct explication of the concept that Leibniz employed. Theexplication bears on constitutive application conditions of the concept. Robinsonwas apriori warranted in his acceptance of the explication. And Leibniz mighthave been warranted if he had been brought to understand it. But he could nothave understood it without substantial further education and new mathematicalconcepts. Reflection on what he already knew and understood could not havesufficed to give Leibniz an adequate understanding of the constitutively relevantexplication of his own concept.22
 22 Although Leibniz and his followers on the Continent tended to employ the notion of infinites-imal in their use of the calculus, complications in Leibniz’s work parallel those noted in Newton’s.(Cf. note 20.) Leibniz was aware of metaphysical doubts about his notion of infinitesimal. In a letterto Varignon, 1702, he cites a work of his own in which he claims: ‘my intention was to point outthat it is unnecessary to make mathematical analysis depend on metaphysical controversies or tomake sure that there are lines in nature which are infinitely small in a rigorous sense in contrast toordinary lines.’ He continues: ‘it would suffice here to explain the infinite through the incomparable,that is, to think of quantities incomparably greater or smaller than ours.’ He seems to mean theseincomparable quantities to be finite. For he claims further: ‘we must consider that these incompar-able magnitudes themselves, as commonly understood, are not at all fixed or determined but can betaken to be as small as we wish.’ Leibniz remarks that infinitesimals may be taken as ideal conceptswhich shorten reasoning in the same way that imaginary numbers do. Although imprecisely stated,the remarks about taking magnitudes to be incomparable and as small as one wishes seem to bein the direction of the limit concept. Both Newton and Leibniz knew that they had (at least) twoconcepts that could be used in differentiation. Newton’s dominant concept is on track toward Weier-strass’s explication of limits. Leibniz’s dominant concept is on track toward Robinson’s explicationof infinitesimals. But each had at least some approximation to the other’s dominant concept. Cf.G. W. Leibniz, Philosophical Papers and Letters, trans. and ed. L. Loemker (Chicago: University of
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 A humbler instance of this same sort of case is present in the thoughtexperiments about arthritis and brisket. The individual Al is in no positionto recognize through reflection that arthritis is a disease that can only occur injoints. Al cannot recognize through reflection alone that brisket is a cut fromthe breast, or lower part of the chest, of certain quadrupeds. Al must learn newinformation to be in a position to obtain full explicational understanding of theimplications of his own conceptual usage. The information might be obtainedthrough empirical experience.23 Belief in the relevant explicational principle isnevertheless apriori knowable. Al’s own acceptance of it can be apriori war-ranted once he is apprised of his own incomplete understanding. Here againwe see the importance of distinguishing dependence on experience to acquirethe means to understand a concept, or to think an explicational principle, fromdependence on experience for being warranted in believing an explicationalprinciple.
 Sometimes arthritis is called a ‘deferential concept’. This phrase seems tome very misleading. Nearly any concept can be employed in such a waythat the employer depends on others for the range of the concept’s applic-ation, and even for instruction on explicational principles and other normsgoverning the concept. Our reliance on others places us under standards andnorms that we may not have fully mastered. Moreover, we cannot in gen-eral tell by simple reflection whether and how we depend on others. Thedependence commonly is buried in the history of one’s usage and in dis-positions not all of which are open to reflective recognition. The main issuehas to do with what objective reality we are connected to and what standardsfor full understanding apply to those aspects of our usage that rely on suchconnection.
 Other instances of this fourth case may be present in standard philosophicalexplications. It may be that the correct account of justice, for example, requiresknowledge of matters that will emerge only with experience of a variety of com-munities and institutions. Such information may be needed to indicate certainpossibilities that the concept must accommodate. Perhaps a given individual canthink about justice as such without having the experience, or even the concepts,necessary for giving a fully adequate explication of the notion. The eventualexplication might nonetheless be apriori warranted.
 The fourth case brings out that coming to fuller understanding of one’s con-cepts and their constitutive application conditions may require obtaining newinformation, or new concepts. This point is fairly obvious in the case of empir-ically warranted constitutive explications. It is of some interest that it can applyto apriori warranted constitutive explications as well.
 Chicago Press, 1956), ii, 881–883 I am indebted to Sheldon Smith for finding this passage and forgeneral discussion on these issues in the history of the calculus.
 23 In my view, warrant for believing the information is usually empirical. But it need not be. Cf.my ‘Content Preservation’, The Philosophical Review, 103 (1993), 457–488.
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 Anti-individualism indicates that the conditions that determine what conceptsone has are not fully determined by definitions that the individual has mastered,or by any other set of conditions immediately available to the individual’s reflec-tion. Conceptual abilities are not in general, or even often, made what they areby mastery of explicational principles. They are determined partly by percep-tion and dispositions that we may not have fully conceptualized or understood.They are determined by relations to a wider order, the objective subject mat-ter, about which our knowledge and understanding may be quite limited. Thethought experiments awake us to the limits of our conceptual mastery.
 This point holds even in cases of apriori knowable conditions. Anti-individualism leads one to expect that finding principles that govern conditionsfor having thoughts will not be easy. Of course, traditional rationalists emphas-ized the difficulty of successful reflection. Anti-individualism demonstrates thatthe dependence on empirical conditions that determine what concept an indi-vidual has may vastly outrun the individual’s own awareness of those conditions.And it shows that even where reflection is an appropriate method for gainingexplicational knowledge relevant to the individuation of one’s concepts andmental states, and even where the resulting knowledge is apriori, the individualdoing the reflecting may not have the principles or all their components, expli-citly or implicitly, within his psychology. The individual may lack the resources,informational or conceptual, to gain apriori warranted understanding of aprioriknowable principles governing conditions on having the concepts that he or shehas. This situation is possible because the natures of an individual’s thoughtsare determined by matters that need not be cognitively available, implicitly orexplicitly, to the individual.
 We still have much to learn about basic anti-individualist principles them-selves. Some learning may be open to present reflection, pushed further. Thereis, however, no guarantee that we are in a position even now to learn byreflection all general principles, even apriori principles, governing conditionsof having the representational content that we have. New knowledge may benecessary. Here philosophy has led to an improved explanation of why it is sodifficult.
 INCOMPLETE UNDERSTANDING
 Early in Section IIc, I write: ‘the thought experiment does appear to depend onthe possibility of someone’s having a propositional attitude despite an incompletemastery of some notion in its content.’ The relevant incomplete understandingneed not be a failure to know the sort of explication codified in a dictionary. AsI point out near the end of Section IIb, incomplete understanding of observationconcepts, such as color concepts, or of concepts like contract, can yield thoughtexperiments analogous to the arthritis thought experiment, without centeringon failure to comprehend dictionary meaning. Incomplete understanding can
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 involve any failure to understand some condition that is constitutively necessaryto the application range of a concept.
 Incomplete understanding is not the key to all the thought experiments thatsupport anti-individualism. The thought experiments that center on perception,on natural kind concepts, and on questioning of fundamental explicational beliefsdo not require any incomplete understanding—in any ordinary sense of thephrase—on the part of the protagonists. In those cases, certain limitations ofperspective or failures of omniscience suffice.
 Incomplete understanding is, however, the pivot on which the particularthought experiments of ‘Individualism and the Mental’ turn. Reflection onincomplete understanding seems to me valuable in eliciting, through the thoughtexperiments, a social factor in the determination of an individual’s mental states.Having concepts can depend partly on reliance on others for possible correctionof explications. The corrections make reference to facts about the subject matterto which the concepts apply.
 Incomplete understanding is also a key element in understanding such histor-ical cases as those of Newton and Leibniz. In those cases, the incomplete under-standing is not a matter of knowing less than other experts in the community.Their explications of their concepts failed to accord with their applications of theconcepts and with the nature of the reality to which they applied their concepts.Their explications were corrected only later.
 What explains their having the relevant concepts is their ability to apply themveridically to cases, and their having paradigms and rules of thumb that wereapproximately veridical. This partial understanding—this inadequacy of under-standing both to usage and to subject matter—motivated explications by sub-sequent thinkers. The subsequent explications clarified and unified the usage. Inthese respects, the cases of Newton and Leibniz are similar to the case of Dalton.
 Reading ‘Individualism and the Mental’ again, I was struck by my insistentemphasis on the idea that one can have thoughts that one incompletely under-stands. This emphasis had an autobiographical root. A primary impetus for mydiscovering the thought experiments was recognizing how many words or con-cepts I went around using which I found, on pressing myself, that I did not fullyunderstand. I came to realize that this was not just a personal weakness. It waspart of the human condition, at least in complex societies.
 In the article, I paid special attention to criticizing a near-automatic responseto the first stage of the thought experiments. The near-automatic response wasthat if an individual incompletely understands a word, the individual’s wordmeaning—and the concept that the individual associates with the word—mustbe reconstrued. If a foreigner uses one of our words without understanding it,we reconstrue the foreigner’s word. We take the foreigner to be using a conceptdifferent from any concept that we would express if we used the word. A read-iness to invoke reconstrual to interpret incomplete understanding was part ofthe elementary toolkit of every mainstream philosopher of the time. Automatic
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 reinterpretation is certainly less widely taken as gospel nowadays. Yet it is stillfairly common.24
 Of course, there are many situations in which reconstrual is appropriate.But neither reconstrual nor ‘homophonic’ interpretation is automatically correct.Reconstrual is correct in many fewer instances than the common philosophicalwisdom maintained three decades ago.
 Reinterpretation picks up on something in ordinary practice. Misuses orfailures of understanding exemplified by malapropisms, tongue slips, extreme‘category’ misuses, the first uses of words by very young children, and thefumblings of foreigners, all normally and rightly occasion reinterpretation. Mostother cases are more complex.
 Individuals can fashion idiosyncratic uses of communal words. If their usagecorresponds to their own understanding, and they do not rely in unconsciousways on others for fixing the applications of their words or concepts, individualscan cut themselves off from communal usage. It is no part of my view that justbecause a person is using the same word forms as others in a given socialnetwork, the person’s words express the same concepts that his fellows’ wordsdo. Any dependence on others for linguistic or psychological content derivesfrom reliance on others through certain types of causal relations to them.
 Neither reconstrual nor standard construal is automatic. The relevant condi-tions governing each are extremely complex and varied. As the thought experi-ments suggest, however, reinterpretation is less often correct than was commonlysupposed when the article was written.
 The motivations for invoking automatic reconstrual are varied. Some liedeeply embedded in certain forms of individualism. If one thinks that the con-stitutive conditions for being in a mental state are limited to what is in theindividual, one might take this ‘being in’ to be being in the individual’s under-standing, or at least available to it. The various views according to which havinga concept is being able to give a definition, or a criterion for application, are waysof expressing this idea. A more sophisticated expression is an over-generalizationof the insight that an individual’s representational content depends (partly) ona web of inferential connections with other representational contents. The ideais that the constitutive conditions for understanding a concept cannot outrun thenetwork of inferences that the individual can draw.
 24 Two esteemed former colleagues, Keith Donnellan and Donald Davidson, appealed to it right tothe ends of their careers. Cf. Keith Donnellan, ‘Burge Thought Experiments’ in Hahn and Ramberg(eds.), Reflections and Replies ; Donald Davidson, ‘Knowing One’s Own Mind’ and ‘EpistemologyExternalized’, collected in his Subjective, Intersubjective, Objective (Oxford: Oxford UniversityPress, 2001). These responses to my work by Davidson and Donnellan seem to me to be vulnerableto replies that amount to repeating Sec. IIIb–d. Cf. also parts of Sec. V. My response to Donnellanis in ‘The Thought Experiments: Reply to Donnellan’, in Hahn and Ramberg (eds.), Reflections andReplies. My response to Davidson is in ‘Social Anti-Individualism, Objective Reference’ (Ch. 13below).
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 A psychological state’s representational content cannot be explained fully interms of confirmation procedures, or any other transitions among psychologicalstates. The errors of these views are clear from reflecting on the anti-individualistthought experiments, and not just those experiments that invoke incompleteunderstanding. Representational content is determined partly by causal relationsto actual aspects of the environment. Sometimes these relations run throughother people. In either case, they run beyond what must show up in the indi-vidual’s inferences.
 The still broader idea that meaning is use is sometimes invoked to motivateautomatic reconstrual. There are two difficulties with such invocation. There isno evident reason why an individual cannot fail to understand his or her own use.And use cannot be separated from relations to kinds, properties, and relationsin a subject matter. One can fail to understand the subject matter in a way thatlimits one’s understanding of one’s use.
 The programmatic character of these doctrines leaves them vulnerable toover-generalization. The cases that I discuss in ‘Individualism and the Mental’show that ordinary practice simply does not accord with automatic reconstrualin the face of a person’s incomplete understanding. There is a complex terrainhere. Automatic reconstrual is a revisionist position, not a piece of commonsense or philosophical wisdom.
 I want to discuss one other rationale for automatic reconstrual in the face ofincomplete understanding. The idea is that individuals with psychologies mustbe guided by rules and principles in their representational processes. To beguided by a rule or principle (goes the reasoning), an individual must be cap-able of accessing it. Any difference in rule must be accessible to the individual.So incomplete understanding not remediable by reflection is impossible. So anysupposed incomplete understanding that depends for completion on matters inac-cessible to the individual must be illusory. Supposed incomplete understandingof rule or principle is really understanding of some other rule or principle.
 This reasoning informs not only views that try to block the thought exper-iments. It also informs some views that nominally accept them, but use thereasoning to motivate an underlying level of content that is common to the twinsin the thought experiments and that guides our intuitions about the cases. Theidea is that only by being guided by rules or principles that explain how contentis established (perhaps by reference to a social or physical environment) can anindividual have the environment-dependent content that the thought experimentspostulate. So a level of ‘narrow content’ must underlie and supplement the levelof ‘wide’ or ‘broad’ content.25
 25 For further, brief discussion of other aspects or versions of such a distinction, see the Introduc-tion. The presumption that any principle that guides intuitions about the thought experiments is madeup of concepts that can be ‘narrowly’ individuated is itself without foundation. An individual’s hav-ing notions like cause, environment, social, physical, natural kind, and so on is itself constitutivelydependent on the individual’s relations to a wider order beyond him-or herself. There are other

Page 193
                        

178 Postscript to “Individualism and the Mental”
 Regardless of whether the reasoning is used to resist the thought experimentsor to motivate a new layer of representational content, I believe that this line ofreasoning constitutes a fundamental misunderstanding of the implications of allthe thought experiments, not just those of ‘Individualism and the Mental’. Theindividuating principles that govern relations between representational activityand the environment are not in general implicit in the psychologies of individualsgoverned by the principles. Moreover, such principles need not be and oftenare not accessible to the individual. Relevant individuals need not be able tounderstand or follow the thought experiments. A very young language user mightnot be able to follow the thought experiment of ‘Individualism and the Mental’.An animal perceiver need not be able to understand the considerations thatsupport anti-individualism about perception. Even for adult sophisticates whosejudgments regarding the thought experiments are presumably partly guided byan implicit understanding of some principles, not all details of the principlesneed be accessible. An individual may have to obtain new information aboutsocial or physical matters to see the truth of some constitutive principles.
 The thought experiments in ‘Individualism and the Mental’ elicit the intuitivepoint that partial understanding need not be fully remediable by reflection, andneed not be merely a matter of not having brought to consciousness an implicitfull understanding. It begs the question against the thought experiments simplyto invoke the negation of this point in motivating some contrary or supplementalview.
 In ‘Individualism and the Mental’ I several times indicate in passing thata requirement of infallible and indubitable explicational understanding—evenimplicit understanding—is surely odd. I want to emphasize this point here. Theview that incomplete understanding requires reconstrual really rests on such arequirement. A little reflection shows the requirement to be wildly implausible.Representational content is, broadly speaking, fixed by usage. Regardless of howusage is specified, it is surely a hyper-intellectualized conceit to think that theuser must have (implicitly) an understanding that exactly reflects the nature ofthis usage—in such a way as to be able to have an infallible general explicationalmastery.26
 The main upshot of the thought experiments in ‘Individualism and the Mental’is that individuals have far less cognitive control over discursive accounts of thenatures of their mental states and the contents of those states than it has beencommon to concede in philosophy. The prevalence of incomplete understanding,even incomplete understanding that cannot be remedied by mere reflection, isone significant sign of this limitation. This limitation on cognitive omnipotence
 difficulties with the view. For example, the conception of ‘wide’ content commonly misconstrueswhat width amounts to.
 26 Belief in simple mathematical or logical truths and belief in the purest cases of cogito canperhaps count as infallible and indubitable. Sufficient misunderstanding to yield apparent disbeliefperhaps requires reconstrual in these cases. But explicational understanding of the sort that mydiscussions have centered upon seems to me clearly very different.
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 over one’s own mind is in retrospect not so surprising. I believe that it puts usin a better position to understand the sorts of cognitive control and insight thatwe do have.
 NORMS AS NATURAL STANDARDS
 In Section V of ‘Individualism and the Mental’ I discuss certain models forunderstanding the representational content of mental states. The model I outlineis that of the set of key relationships set up by a composition’s tonic key. Themodel was meant to bring out ways in which standards of evaluation allow forquite a lot of individual variation but are independent of the individual’s attitudestoward those standards, once the individual has the competence to write musicor make sounds that establish a set of key relationships.
 This metaphor was, of course, never meant to be more than suggestive. Iwould like to comment on it a bit further, however, partly to reinforce its mainpoints, partly to highlight ways in which the metaphor is deficient.
 The system of key relationships is like the logical relations among repres-entational contents, and the semantical relations between such contents and theworld, in one respect. Both are what they are independently of the individual’sparticular attitudes or understanding regarding what they are. Both allow for alot of individual variation even as the system applies equally to all. This is thebasic point of the metaphor.
 The metaphor’s main deficiency lies in there being no analog in the music-al case to the representationality of representational content. Representationalcontent entails or sets conditions for veridicality—truth or correctness. In help-ing to type-identify mental states, it entails certain fundamental goods of thosestates. Veridicality is a representational good, a type of representational success.Representational content sets conditions for the representational success of men-tal states. The system of key relations has no implications for representationalcorrectness or success.
 Although the point is obvious, some of its implications are perhaps less so.There are two sorts of doing well or badly in the making of sounds. First,animals can do well or badly insofar as making the sounds fulfills a biologicalfunction. The bird’s singing loudly enough and according to some appropriatetemplate enables it to attract a mate. Success normally has nothing to do withaccording with key relationships per se. All the bird needs is some distinctivesequence of sounds that can yield an uptake appropriate to the bird’s needs. Bycontrast, representational contents set veridicality conditions, and veridicality isa type of representational success.
 Second, human makers of music can do well or badly insofar as the soundsthat they make or compose fulfill their intentions, or meet some historical andpartly conventional standard of beauty, ingenuity, or coherence with respect tokey relationships. Issues of genuine evaluation arise for these sound makers only
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 insofar as they intend to make music. Good music making may be an objectivematter, but it depends on some combination of individual intention and histor-ical norms. By contrast, veridicality as a standard of representational success isnot set by social activity or historical conventions. Nor does its being a stand-ard of representational success depend on the individual’s aiming to achieveit. Veridicality is set as a standard for representational success necessarily andapriori. It is a standard constitutively present in the very having of represent-ational content. Given that a creature has states with representational content,in particular those like perception or belief, it follows that a type of success(representational success!) is inherent in being veridical; and a kind of failureresides in being non-veridical.
 Further standards for achieving representational success—including epi-stemic norms—are also set by the psychological capacities and informationalresources of the individual, not by any aim to meet the norms. Thus some stand-ards governing how well an individual or representational system is doing atachieving veridicality are natural norms. They are part of the terms of beingin the psychological states.27 The terms for achieving harmonically successfulcompositions are not set purely by the terms of being a composer. They dependon the composer’s aims and on historical-conventional understandings of whatcount as better or worse harmonic figurations, given those aims.
 In both musical composition and representational state cases, meeting stand-ards for success can depend on relations to others: in composition, throughintended relations to the examples set by predecessors and contemporaries; inthought, through reliance on others for connection to the subject matter. Theterms of this reliance differ greatly, however. As noted, the composer’s inten-tions help to set what standards apply. By contrast, the veridicality conditionsand content of an individual’s psychological states mostly depend on factors overwhich the individual has very little control. So what counts as representationalsuccess and what norms apply are much less under the control of intentionalactivity by the individual.
 RETROSPECTIVE
 I think that ‘Individualism and the Mental’ made four main contributions inits historical context. One is the shift of focus in understanding reference and‘meaning’ from language to mind. The article takes mind to be a distinct subjectmatter for which issues of reference, dependence on causal chains, sharing andtransmitting of cognition, arise. I believe that the roots of linguistic representa-tion—reference and meaning—lie at least initially in perceptual and conceptualrepresentation. Language and mind inevitably become intertwined at relativelysophisticated levels. At that point, aspects of each depend psychologically, and
 27 For more on these points, see ‘Perceptual Entitlement’, Philosophy and PhenomenologicalResearch, 67 (2003), Secs. I and II, pp. 503–548.
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 perhaps even constitutively, on aspects of the other. But at primitive levels,including primitive perception and perceptual belief, mental representation pre-cedes and helps explain language, both idiolectic and public. The role of percep-tion and perceptual belief in accounts of linguistic reference is partly independentof anything about the role of linguistic reference in perception and perceptualbelief. So the shift in focus is toward part of the ground underlying the workon linguistic representation. ‘Individualism and the Mental’ started this shift,although only later did I center on perceptual aspects of mental representation.
 A second contribution is the concentration not primarily on reference (lin-guistic or mental), or on de re aspects of mental states, but on the nature ofrepresentational states, and on how their representational content is determined.Reference plays a role in the article insofar as it helps illumine constitutive con-ditions that determine the nature of mental states themselves.28 The arguments ofthe article show that the natures of certain mental states and events, understoodas centering on the explanatory kind and epistemic perspective associated withthe mental state, constitutively depend on relations to a broader environment.
 A third contribution is to show that the mental states and events whose naturesdepend on relations to an environment constitute a much wider range than theconceptual counterparts of demonstratives, proper names, and natural kind terms,which the revolutionary theory of linguistic reference had centered upon. Thisis the main point of Section IIb. I later extended the range of application ofanti-individualism yet further—particularly to perceptions and perception-basedthoughts. I also showed later that the width of the range does not depend purelyon reliance on others in a linguistic community.
 A fourth contribution, the one most often recognized, is that of showing howthe natures of an individual’s representational states can depend on the individu-al’s relation to a social environment. Our dependence on others to connect ourwords to a subject matter and to correct our beliefs about the subject matter helpsconstitutively to determine what attitudes we have. Certain representational andepistemic norms derive from these socially determined relations.
 ‘Individualism and the Mental’ was the first modern work to formulate anti-individualism clearly and to give specific convincing arguments for it. Anti-individualism is, however, very old—almost a commonplace in the history ofphilosophy. There remains much to be understood by reflecting on this old idea,developing it, and exploring its consequences. Fuller understanding of it wouldenrich understanding of many other philosophical matters.
 28 Many philosophers still do not appreciate the importance and distinctiveness of this point.Many still run together referential ‘content’—the referents of linguistic terms, or mental states—withrepresentational content. Different types of mental state can make reference to the same objects andproperties. The differences are differences of perspective in a broad sense. They are differences inpsychological and epistemic point of view. These differences are fundamental to epistemic evaluationand psychological explanation. They are not merely differences in reference. They are fundamentalto both common sense and scientific understanding, to explanation, to epistemology, and to otherevaluation of mental states and events.
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 The issues raised by the arguments in Hilary Putnam’s “The Meaning of‘Meaning’ ” and my ‘Individualism and the Mental’ (Ch. 5 above) are vari-ous and complicated. I shall be able to touch on only a few of these issues inthis space. What makes matters more complicated is that Putnam’s interests andviewpoint differ from mine. Although a comparison of our views would be use-ful, I will have to concentrate entirely on those of Fodor’s remarks that concernmy work. I begin by setting out two thought experiments, which I formulate inways that raise a minimum of issues that are extraneous to my primary interests.Then I will state what I take the thought experiments to show. Finally, I willdiscuss Fodor’s criticisms.1
 The first thought experiment is a variant on Putnam’s original twin earth case.For our purposes, the differences are significant. Assume that Al has a variety ofbeliefs and occurrent thoughts involving the notion of aluminum. He thinks thataluminum is a light, flexible metal, that many sailboat masts are made out ofaluminum, that someone across the street recently bought an aluminum canoe.These occurrent and state-like attitudes are correctly (truly) described with that-clauses containing ‘aluminum’ in oblique, not purely transparent position. Thatis, exchanges of expressions that are coextensive with ‘aluminum’ (apply toexactly the same quantities of aluminum) do not in general preserve the truth-value of these original attitude ascriptions.
 Now, as a second step in the thought experiment, conceive of a physic-al duplicate of Al who lives on a fraternal twin of Earth. Call him Ali . Aliis bodily identical with Al. He undergoes the same stimulations on his bod-ily surfaces, excepting minor micro- and gravitational differences, engages inthe same motions, utters the same sounds, has the same experiences—insofar as
 1 The reader is to be warned that an accurate assessment of the present discussion cannot dispensewith a careful reading of the original papers in which the thought experiments are given. The twothought experiments that follow are set out in Burge, “Other Bodies”, in A. Woodfield (ed.), Thoughtand Object (Oxford: Oxford University Press, 1982) and idem, “Individualism and the Mental,”Midwest Studies of Philosophy, 4 (1979), respectively (Chs. 4 and 5 above). Actually both are statedin “Individualism and the Mental”, but only the second is discussed in detail; the first occurs onlyin note 2. Putnam’s argument appears in “The Meaning of ‘Meaning’ ” in Philosophical Papers, ii(Cambridge: Cambridge University Press, 1975).
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 these stimulations, motions, and experiences are nonintentionally described. Thisphysical and phenomenal similarity—virtual type-identity—is preserved frombirth to the present. I will suppose also that there are internal-causal, functional,and syntactical similarities as long as they are specified nonintentionally anddefined on the individual in isolation from his social and physical environment.Twin Earth looks very much like Earth to the naked eye. But on Twin Earth thereis no aluminum. There is, however, a metal, not occurring on Earth that looks likealuminum and is put to many of the uses aluminum is put to here. The sign ‘alu-minum’ is assigned to this stuff on Twin Earth (we shall use the sign ‘aluminum2’for it). And wherever Al encounters aluminum, Ali encounters this other stuff.
 To sharpen certain contrasts, I want to introduce some further differencesbetween Earth and Twin Earth. Laymen like Al and Ali know of no features thatcould in principle be used to differentiate between aluminum and its look-alike,if the issue were ever to arise (it doesn’t). But there are substantial differences inthe actions and attitudes in their respective communities toward the respectivemetals. Scientists here know aluminum to be an element; scientists on Twin Earthknow the complicated formula, ZYX, of the look-alike. Differences in physicalproperties, including subtle macro-differences are reflected in the attitudes ofthe respective scientific, technological, and business communities. Differencesalso occur in some industrial uses. One can ramify the differences through thecommunity as much as one wants, as long as they do not produce significantlydifferent physical impacts on Al’s and Ali ’s bodily surfaces. Ali remains surface-identical and movement-identical with Al.2
 The thought experiment concludes with an observation. Ali does not thinkthat aluminum is a light, flexible metal; he does not think that sailboat masts aremade of aluminum; and so forth. He lacks attitudes that can be correctly (truly)described with ‘aluminum’ in oblique position. I take this to be obvious. Alihas never had contact with aluminum, nor contact with anyone who had contactwith aluminum … ; and no one in his community uses a word that means whatthe word ‘aluminum’ means in English. Under these circumstances, we do notattribute thoughts like those we attributed to Al. We attribute different thoughts.So despite their physical similarities, Al and Ali have different proposition-al attitudes—differences that affect obliquely occurring terms in propositionalattitude ascriptions.
 We turn now to a second thought experiment. Assume that Bert has arthritis,knows it, and has a variety of occurrent and state-like attitudes truly describablewith ‘arthritis’ in oblique position. He thinks his Aunt Mary’s arthritis was moresevere than his own, that arthritis has crippled many people, and so on. At acertain time t , he mistakenly thinks that he has got arthritis in the thigh as wellas in the fingerjoints and knee. Later he is apprised of the fact that arthritis isan inflammation of joints and cannot occur in the thigh.
 2 As far as I can see, it does not matter whether twin earth scientists know that aluminum exists.Suppose that they do not.
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 Next conceive of a counterfactual situation in which Bert is identical to hisactual self up through time t in all the ways we took Al and Ali to be. Inthe counterfactual situation, the community has not isolated arthritis for anyspecial mention. (Incidentally, the disease is in actual fact not a physiologicalkind.) Counterfactually, the sign ‘arthritis’ applies to certain rheumatoid ail-ments, including forms of arthritis, but also including certain ailments of themuscles and tendons. Not only specialists but many laymen use the sign inthis way.
 The thought experiment concludes with the observation that in the counter-factual situation, Bert lacks attitudes truly describable with ‘arthritis’ in obliqueposition. When he utters the signs ‘arthritis seems to have lodged in my thigh’,he expresses a belief that may be true, not one that is false. When before t ,he compares his disease with Aunt Mary’s, he is not thinking of his disease asarthritis (even though the disease he is thinking of is arthritis). No one in thecounterfactual community thinks of any disease as arthritis.
 What do the thought experiments show? They show that the intentionalcontent of ordinary propositional attitudes, as indicated by obliquely occur-ring expressions in that-clauses, cannot be accounted for in terms of physical,phenomenal, causal-functional, computational, or syntactical states or processesthat are specified nonintentionally and are defined purely on the individualin isolation from his physical and social environment. Intentional content, inthe aforesaid sense, is not even supervenient on the nonintentional processesand states of an individual, insofar as these processes and states are ‘indi-vidualistically’ described. Thus individualistic, functionalist, computationalist,or physicalist accounts of ordinary intentional content fail in a systematic man-ner.
 The thought experiments also strongly suggest that conventional meaning isnot illuminatingly seen as a ‘logical construct’, to use Fodor’s phrase, out ofindividuals’ propositional attitudes. They suggest that what a person’s propos-itional attitudes are is neither determined nor explicable independently of thesocially determined meaning of his words. This is not to say that one couldnot fix social meaning given the propositional attitudes of all members of acommunity, together with their linguistic behavior. But note carefully that such‘fixing’ does not yield a logical construct. It is not yet a construction, and ityields no insight into ‘conceptual priority’. The propositional attitudes of theindividuals in a community do not seem to be individuated independently ofpublicly accessible meaning. Meaning and propositional attitudes seem to becoordinate notions. In view of Quine’s work, this conclusion does not seemsurprising. Nor do I think it should be rued. Philosophical attempts at logicalconstructions that reveal conceptual priorities seem to me to have yielded littleinsight. They represent, I think, an unpromising way of doing philosophy.3
 3 There may be projects that could be called ‘Gricean’, but that do not involve attempts at ‘logicalconstruction’, with which I could have more sympathy. They would have to be specified more
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 The thought experiments are not incompatible with the idea that there aretoken mental representations, unique to the individual thinker, in every case ofan occurrent propositional attitude. They are also not incompatible with the viewthat such tokens enter into causal relations in virtue of their ‘syntax’, as opposedto their intentional features. These views constitute the principal tenets of whatFodor calls ‘Cognitive Science’. (In my view, the term is best taken to be like‘Christian Science’ not only in denoting a doctrine rather than a discipline, butalso in being a proper name rather than a description.) These tenets are variantson a very old, very resilient philosophical interpretation of mentalistic ascrip-tions. I think that Fodor has provided a challenging defense of this philosophicalviewpoint in earlier writing.a As I said, the thought experiments are compatiblewith these tenets. I do doubt their truth. And these doubts are not unrelated tothe thought experiments. But the relations are too complex to discuss here.
 The two tenets of Cognitive Science make an ontological claim and a claimabout the form of causal mechanism. Neither claim is incompatible with thethought experiments—which refute a view about how intentional content inordinary propositional attitudes is determined and how it is to be explicated.Fodor does, however, appear to hold such a view. He often writes that he expectscomputational relations among inner syntactical tokens to ‘explain’ the contentof propositional attitudes.b At the very least, Fodor fails to clearly distinguisha claim about what ‘accounts for’ the causal efficacy of propositional attitudes(which I think is his primary concern) from a claim about what determinesor ‘accounts for’ their (opaquely, or obliquely specified) intentional content.Moreover, in his present piece, he resists the view that ‘the content of a mentalrepresentation is not a function of psychological variables as cognitive scientistsunderstand such variables’. (Although he does not say so, he seems to assumethat such psychological variables must be individualistically specified.) And heseems to want to find some way of reinterpreting the thought experiments soas to avoid their anti-reductive, anti-individualistic consequences. On the otherhand, much of his animus seems to be directed against inferences from thethought experiments, or closely related thought experiments, that I do not draw.
 Let me make a very abbreviated pass at sorting some of this out. In practice,cognitive psychologists, including those who embrace the tenets of Cognitive
 precisely before they could be fruitfully discussed. I do not see why Fodor is attracted to Gricean‘logical construction’. It does not seem to be needed by Cognitive Science, as he explains it. Nordo I see any strong motivation for it. There is the point that some (animal) propositional attitudesare independent of socially accessible meaning. There is the point that people normally know theirown intentions (obliquely specified). And there is the point that propositional attitudes serve in theexplanation of behavior. But I do not think that these points support the logical construction view.Fodor does not say how they, or other points, might be supposed to.
 a [J. Fodor, The Language of Thought (Cambridge, Mass.: Harvard University Press, 1979);idem, “Methodological Solipsism Considered as a Research Strategy in Cognitive Psychology”, inRepresentations (Cambridge, Mass.: MIT Press, 1981).]
 b See Fodor, Language of Thought, 75–77, and idem, “Methodological Solipsism”, 231, 234–235,239–240.
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 Science, make nontrivial use of intentional attributions. They attribute proposi-tional attitudes. So one would think that intentional states and processes wouldcount as psychological variables. But since such states and processes are spe-cified by reference to intentional content (i.e. in terms of obliquely occurringterms in that-clauses), content is trivially a function of psychological variables.It is only if one invests ‘psychological variable’ with some special, philosophic-al, individualistic meaning that the thought experiments show that content is nota function of psychological variables. Insofar as that content is what is advertedto in use of ordinary English discourse about propositional attitudes, it is notindividualistically determined.
 From here, the issues become complicated. For one may or may not takedifferent views toward ordinary propositional attitude discourse and idealizedpsychological ascriptions. One might hold that some idealized psychologicalexplanation uses nonindividualistic notions. I am sympathetic with this view, butonly given a certain reservation: nonintentional specifications of computationalrelations are parasitic on ordinary intentional attributions. I see no clear reasonto believe that this parasitism will ideally be dispensed with. Alternatively, onemight hold that idealized psychology must purge nonindividualistic elementsfrom current psychology. Having taken this position, one might either seek someindividualistic revision of ordinary intentional discourse or claim that intentionalexplanation must be dispensed with altogether in psychology.
 I think that Fodor is right in seeing this last eliminationist alternative as poorlymotivated. Thus I do not take the thought experiments to place the notion ofintentional content ‘in jeopardy’—even in psychology, much less for ordinary,macro-descriptive purposes. At the very least, Fodor is right in holding that theeliminationist viewpoint cannot reasonably argue from the theory or practice of‘computational psychology’.
 The other ‘individualistic’ strategy for interpreting idealized psychology isrevisionist rather than eliminationist. Fodor does not explicitly adopt this strategyeither. Those philosophical attempts in this vein that have so far appeared strikeme as patently inadequate. Perhaps, though, psychology—or some importantpart of it, such as a descendent of ‘computational’ approaches—will yieldindividualistic notions that are both intentional and adequate to sophisticatedexplanatory purposes. I believe, however, that much of cognitive psychologywill remain intentional, nonindividualistic, and intellectually worthwhile.4
 All of these remarks about idealized psychology are rather speculative. Myoriginal claim about what the thought experiments show is, I think, not spec-ulative. The intentional content of ordinary propositional attitudes cannot beaccounted for in terms of physical, phenomenal, causal-functional, or syntactical
 4 In making this remark, I must issue a caution about it. A lot of philosophy hangs on what oneexpects from psychology and what one takes to be intellectually worthwhile. I cannot undertake todevelop my views on these issues here, except to say that I am not monistic about either ‘science’or the tasks of the intellect.
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 states or processes that are specified nonintentionally and individualistically.Cognitive psychology, including computational approaches, now makes non-trivial use of ordinary intentional language (somewhat refined and made moreprecise). So the same point holds for intentional content, as specified in actualpsychological theory.
 Fodor does not adopt either of the individualistic responses to the thoughtexperiments that I mentioned four paragraphs back. He appears to questionparts of the thought experiments themselves. But the issue is somewhat unclear.He concentrates on Putnam’s counterpart of the first thought experiment andcriticizes inferences from it that I am not concerned to defend. Moreover, heis none too careful in his reading of the argument of my ‘Individualism andthe Mental’ (Ch. 5 above). And he significantly misconstrues my backgroundassumptions. In the remainder of this paper I will try to set forth the basics ofmy position by reference to some of Fodor’s remarks.
 In the first place, my thought experiments are not primarily about meaning.They are about propositional attitudes. Here they differ from Putnam’s firstthought experiment. Considerations about meaning play a role in setting thecircumstances in which we say what the protagonists think. But I do not knowa precisely formulable inference from a general principle about meaning to ourconclusions about attitudes. For example, I am not assuming, absurdly, thatwhenever someone sincerely utters words that mean that p, he believes that p.The thought experiments depend on no such inference. Nor do they depend onan antecedently formulated theory of ‘concepts’. Our judgments about attitudesstand on their own. If one (nontheoretically) understands propositional-attitudediscourse and knows how to apply it, one should realize that, in the situationswe specify, it is plausible and certainly possible that the protagonists have theattitudes I say they have.5
 We turn now to Fodor’s central question: ‘What de dicto belief is a speakerof Twin English expressing when he says, “water2 is wet” [“aluminum2 is flex-ible”, “cancer is worse than arthritis2”]?’ Fodor puts this question to Putnam.I shall presume to answer it from my viewpoint. There is great potential inthe expression ‘de dicto’ for misunderstanding. For present purposes, I thinkFodor would agree that we could replace the expression with the stipulationthat we are interested in oblique, or not purely transparent, occurrences in beliefascriptions.6
 5 To be sure, one might ask for a fuller description of the situations. I have tried to comply, atprobably unnecessary length, in “Individualism and the Mental” (Ch. 5 above).
 6 The problem is that a belief may be de re, with respect to either some aluminum or some otherentity, yet the term ‘aluminum’ may still occur obliquely. (‘Aluminum’ may do double duty both asa referring term and as an attitude characterizer.) The argument in Fodor’s note 11 seems to me tobe flawed because it overlooks this point. I agree, however, that ‘water’, ‘aluminum’, ‘arthritis’, andso forth are not indexical, and have so argued in “Other Bodies”, 103–107. There are other thingsthat Fodor says about de dicto attitudes that I do not accept, although some of these differencesare terminological. (Cf. Burge, “Belief De Re”, The Journal of Philosophy, 74 (1977), 338–362—
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 So understood, the question should be answered by Fodor’s ‘first gambit’:Ali believes that aluminum2 (oblique occurrence) is flexible. The protagonistTwin Earthian lacks the thought that aluminum [oblique occurrence] is flexible.He lacks any scientific competence, or (we may suppose) any exposure to a termlike ‘ZYX’ that is closely associated with scientific usage. So it would be wrongto take him to be expressing the belief that ZYX [oblique occurrence] is flexible.Insofar as we lack a term that has the uses of ‘aluminum2’, we should introduceone—‘aluminum2’ would do—making sure that these uses are understood.
 Fodor replies to the ‘first gambit’ by saying that we do not know whichbelief the belief that [aluminum2 is flexible] is.7 It seems to me that this replydoes not raise any real problem for my point of view. One needs only to masterTwin Earthians’ usage to know which beliefs they express. I have set out thethought experiments in such a way as to suggest that this usage might be as richand different from our use of the Earthian counterpart term as one likes. Forexample, ‘water2’ or ‘aluminum2’ might differ from ‘water’ or ‘aluminum’ notonly in their referents, but also in their usage among businessmen, laymen, andso forth. I do not think it necessary to describe details of twin earthian usageto make it clear that the meaning and use of these terms differ from those of‘water’ and ‘aluminum’—and that we could master this usage and meaning,and associate them with ‘water2’ or ‘aluminum2’ for our own purposes. Similarpoints apply to ‘arthritis2’. Under these circumstances, I see no philosophicallyrelevant problem in understanding what beliefs we attribute with propositionalattitude discourse that places ‘aluminum2’ (etc.) in oblique position.
 This answer seems to me to need no further defense at present. But sinceFodor’s other ‘gambits’ may be a source of distraction I will remark on them. Iam in broad agreement with his rejection of the third gambit, the invocation ofindexicality (cf. note 6). What of the second?
 The idea is that Twin Earthians believe that sailboat masts (on Twin Earth)are made of aluminum; Bert counterfactually believes that arthritis has lodgedin his thigh. This line may have had some initial plausibility in reference toPutnam’s original twin earth experiment, though it seems to me quite mistakenthere too. But it lacks any plausibility as applied to my thought experiments.One only needs to understand how we use propositional attitude discourse torealize this. Bear in mind here that we are discussing ordinary propositionalattitude notions. One can go on later to inquire ‘what to do about them’.
 There is no ordinary means of explaining how Twin Earthians might haveacquired the beliefs attributed by the ‘second gambit’. No one on Twin Earthhas ever had contact with aluminum. No word on Twin Earth, at least no wordused by the protagonist, means what ‘aluminum’ does. In the arthritis case, it
 (Ch. 3 above); idem, “Individualism and the Mental”; idem, “Other Bodies”.) I will not go intothese matters here.
 7 This reply is backed by a criticism of Putnam’s lexical theory that I do not fully understand.But since I need not defend that theory, I shall ignore the criticism.
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 is again hard to see why Bert, in his counterfactual situation, could be seen ashaving acquired the relevant beliefs, since no one on Twin Earth ever isolatedarthritis for special consideration.
 Further, there are no grounds for attributing to the Twin Earthian what arepatently false beliefs. There are no aluminum sailboat masts on Twin Earth; andarthritis can no more occur in the thigh in the counterfactual situation than itcan actually. There is no ground for seeing Ali or ‘counterfactual’ Bert as beingmistaken about these matters.
 The second gambit is no better off if one claims that Ali thinks (de re) ofZYX that it is aluminum, or of ZYX that sailboat masts are made of alumin-um (oblique occurrence). Under the circumstances I described, we just do notattribute these false beliefs, or indeed any attitudes by using discourse that places‘aluminum’ or ‘arthritis’ in oblique position. What is more, in the arthritis case,there is no difference in the res that Bert holds beliefs of, between actual andcounterfactual circumstances. So there should be no temptation to think that thedifference between actual and counterfactual situations can be explicated purelyby reference to differences in the res that his attitudes apply to.
 Fodor’s own positive solution to the twin earth problems, in terms of prag-matically governed shifts in the domain of discourse, is a variant of the view dis-cussed in the previous paragraph. The proposal is subject to the same criticisms.It is not plausible, when one considers the actual sentences of propositional-attitude attribution that would have to be asserted, that the same terms (‘alu-minum’, ‘arthritis’, etc.) can remain in oblique position when we attributepropositional attitudes to the protagonists in actual and counterfactual situations.I also think that the modal problems Fodor raises for his view are more seriousthan his replies indicate. Moreover, the proposal will not apply to the secondthought experiment, since there is no shift in the domain of discourse. Thechange is in the language spoken, and in the usage and attitudes among thosein the protagonist’s social environment.8
 We turn now to the ‘fourth gambit’. I find it quite baffling that Fodor attributesto me the view that on Twin Earth ‘water2 is wet’ is used to express the beliefthat XYZ is wet, or the ‘corresponding solution’ for the examples I discuss. Ihave never held or expressed such a view of Putnam’s thought experiment, orof any of the cases I constructed. I take it that if the protagonist lacks a termthat is closely associated with specialized knowledge and lacks the specializedknowledge, we do not attribute attitudes using the term in oblique position. Sincethe protagonist on Earth in Putnam’s example lacks the term ‘H2O’ and lacks
 8 I think that Fodor is calling attention to an interesting and genuine pragmatic phenomenon,but that he is misapplying it to the cases at hand. There are other misapplications as well. TheMarco Polo example is easily accounted for in terms of underlying tense constructions. The Johnthe Baptist example (note 18) is best accounted for in terms of the indexicality of proper names (cf.Burge, “Reference and Proper Names”, The Journal of Philosophy, 70 (1973), 425–439). I believethat indexicality is also involved in the Chinese cookie example (note 18). In order to understandthe pragmatic phenomenon, we need a more careful discussion of its scope and limits.
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 knowledge of chemistry, we should not attribute the belief that H2O (obliqueoccurrence) fills rivers and streams. Similar remarks apply to ‘XYZ’ and thetwin earthian counterpart.
 Perhaps the misunderstanding derives somehow from Fodor’s misstatementof my contract example. This example was one of many, and in some respectsit is not a central case. But Fodor’s criticisms largely rest on a misreading of it.So I shall discuss it. The root of the trouble lies in the statement that I assume(or ask someone to assume) that the fact that contracts need not be writtenis constitutive of our concept of contract. In fact, I assumed only that it is not‘constitutive of our concept’ of contract that contracts must be written. (I use thescare-quoted terms only in a loose nontheoretical way, and gave similar warningin “Individualism and the Mental”, 81.) I explicitly disavowed any reliance on aphilosophical view of concept-constitution (Ibid. 88). I share Quine’s distaste forusing such notions for philosophical gain. What I did claim was that a personwho thought that contracts must be written would be mistaken and that wecould imagine a society, where the word ‘contract2’ was explicitly and strictlyconfined to written agreements, in which a physically identical person, describedindividualistically, would not hold that mistaken belief.
 The rest of Fodor’s criticism flows from this initial mistake and is madeirrelevant by it. The claim that, on my view, Jones’ denial that verbal contractsbind is ‘explicitly contradictory’, the points about the principle of charity, thesubstitutivity of identity, and so forth, all miss the mark because of the initialmisstatement of my view. Similarly, his claim that I place excessive weighton the notion of same language is misdirected, or at least needs sharpening.I nowhere make heavy use of the notion of same language or same languagecommunity. I am quite free to allow considerable pragmatic latitude in usingthese notions (cf. ibid. 91–92). All I rely on is the fact that individuals actu-ally regard themselves as responsible to linguistic or conceptual norms thatmight be applied to them by others. This much seems implicit in the notion ofinterpersonal agreement and disagreement.
 I shall conclude by briefly discussing Fodor’s claim that I cannot reasonablymaintain the five assumptions he lists. I think that this claim is right. But I donot find it a source of discomfort.
 1. I reject the first assumption. I agree with Fodor that it is untrue that verbalcontracts bind is constitutive of the meaning of ‘contract’. More generally, asI have said, the thought experiments do not depend on any philosophical viewsabout concepts or concept constitution.
 2. I am not happy with the second assumption. I doubt that the meaningof a word is rightly seen as a construct out of anything, and I would not takethe notion concept as a good starting point for a construction in any case. I dosuppose that there is something commonsensical and right about saying that twowords that express the same concept are synonymous, as long as the saying isnot pressed. (The converse is more problematic.) But synonymy does not play acritical role in the thought experiments, nor does ‘same concept’. I rely only on
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 judgments about nonsynonymy, and nonequivalence among obliquely occurringexpressions.
 3. I would not accept without serious qualification the statement that whenJones says ‘contract’ he expresses the same concept that we do when we say‘contract’. This is partly because of wariness about ‘same concept’. But it ispartly because, on a perfectly ordinary reading, the statement is not true. Ihave discussed parallel subtleties, ibid. 100–102. What I do accept as true isthat Jones might really believe (mistakenly) that there are no verbal contracts(oblique occurrence)—and that he might have other, true beliefs specified with‘contract’ in oblique position (such as that one should not sign a contract withoutreading the fine print) that we share with him.
 4. I accept the principle of charity in the form: Do not attribute simple, expli-citly contradictory beliefs (like a belief that contracts are sometimes verbal andare never verbal). But this form of the charity principle is not relevant to ourthought experiments. The mistake Jones is charged with in the previous para-graph is not an explicit contradiction. It is a mistake any rational person couldmake. I discussed just these matters, ibid. 100.c As far as I can see, Fodor over-looked this discussion. The crux of my view is that there is nothing impossibleabout certain sorts of ignorance. One can believe that aluminum occurs in mastswithout knowing about features of aluminum that would distinguish it from othermetals that one does not often encounter. One can believe that arthritis is lodgedin one’s thigh, even though occurrence in joints is a distinguishing feature ofarthritis. One can think that contracts must necessarily be written, even thoughbeing written is not a fundamental feature of contracts. I find these claims ratherhumdrum. But they do run against a very comprehensively articulated and deeplyentrenched philosophical tradition.d The suggestion that alternatives to this tradi-tion be pursued is the thought experiments’ main claim to philosophical interest.
 5. In earlier work,e I have explicitly rejected assumption 5, the general inter-substitutability of synonymous expressions in oblique belief contexts.f Thisrejection is abetted by giving up the traditional viewpoint challenged by thethought experiments. But it is not essential to my view of the thought experi-ments, since they nowhere rely on pairs of synonyms.
 Attention to basics has prevented my discussing the relevance of the thoughtexperiments to idealized cognitive psychology, except by the way. Although Isee this matter differently from Fodor, I have some sympathy with his resist-ance to what I regard as too cavalier a rejection of (or instrumentalism about)propositional-attitude discourse. My aim here has been to give some sense ofthe power and simplicity of the thought experiments and to point out their effecton certain reductionistic philosophical programs.
 c [See also Burge, “Belief and Synonymy”, The Journal of Philosophy, 75 (1978), 119–138.]d Cf. Burge, “Individualism and the Mental”.e Burge, “Belief and Synonymy”.f Burge, “Individualism and the Mental”, n. 4.

Page 207
                        

7 Cartesian Error and the Objectivityof Perception
 Individualism as a theory of mind derives from Descartes. It dominates thepost-Cartesian tradition—Locke, Berkeley, Leibniz, Hume—up until Kant. Andit has re-emerged in the writings of Husserl and of many English-speakingbehaviorists and functionalists. Although a generic similarity of standpoint isdiscernible in this motley, it is difficult to state clearly and succinctly whatthese philosophers hold in common. Roughly, they all think that the nature andindividuation of an individual’s mental kinds are ‘in principle’ independent ofthe nature and individuation of all aspects of the individual’s environment.
 A more precise characterization of individualism that captures the positionof many modern functionalists is
 Individualism is the view that if one fixes those non-intentional physical andfunctional states and processes of a person’s body whose nature is specifiablewithout reference to conditions beyond the person’s bodily surfaces, one hasthereby fixed the person’s intentional mental states and processes—in thesense that they could not be different intentional states and processes fromthe ones that they are.
 This characterization is useful. But it is not directly relevant to the non-materialist tradition. Perhaps for some in this tradition (most plausibly, Berkeleyand Hume), one could alter the characterization by referring to the person’sphenomenological mental phenomena instead of to the person’s physical statesand processes. So for them individualism would be the thesis that a person’sphenomenological, qualitative mental phenomena fix all the person’s mentalstates, including those (like thoughts, desires, intentions) with intentionality orrepresentational characteristics.
 But now the characterization seems strained. It depends on distinguishingtwo aspects of the mental: phenomenological and intentional. I think it hard tomaintain that traditional philosophers were drawing such a distinction cleanlyenough to use it as the foundation for a major assumption. In retrospect wecan see philosophers in this tradition as tending to assimilate concepts or even
 I am indebted to John McDowell, Robert Matthews, and group discussion during the Colloquiumat Oberlin College in 1985.
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 thoughts to (sometimes rarefied) percepts, and as regarding percepts as havingtheir referential or intentional features intrinsically, as a result of their non-relational, qualitative, phenomenological natures. But it is doubtful that thesephilosophers can be seen as having made the distinctions necessary to be attrib-uted a supervenience thesis of the sort just proposed. Moreover, the rationalistspurported to lay little weight at all on the phenomenological character of ourintentional states.
 One could say that
 Individualism is the view that a person’s mental states and processes haveintrinsic natures, in the strong sense that the nature and correct individu-ation of those states and processes (including individuation of their inten-tional content) is independent of any conditions that obtain outside thatperson’s mind.
 Although this characterization does better for Descartes, it has its own diffi-culties. These center on the term “outside”. It is not just that the term is vagueas applied to the mind. The primary problem is that the characterization tradeson a crucially unclear point in most idealist, especially most pre-Kantian ideal-ist, theories. With Leibniz and Berkeley (and, on some interpretations, Hume),it is a subtle matter to say what is “outside” an individual’s mind. Of course, insolipsistic theories nothing is outside the individual’s mind in any sense. Onemay argue over whether the theories of Leibniz, Berkeley, or Hume are in somesense “ultimately” solipsistic. But regardless of what one thinks on this matter,the present characterization is crude at just the wrong point.
 Still, the idea that the mind is somehow self-contained seems common toindividualists. The idea can be refined, at least somewhat. Although it is diffi-cult to generalize smoothly across Descartes, idealists, and various materialistreductionists, we shall characterize individualism, for our purposes, in roughlythe way we began:
 Individualism is the view that an individual person or animal’s mental stateand event kinds—including the individual’s intentional or representationalkinds—can in principle be individuated in complete independence of thenatures of empirical objects, properties, or relations (excepting those in theindividual’s own body, on materialist and functionalist views)—and sim-ilarly do not depend essentially on the natures of the minds or activitiesof other (non-divine) individuals. The mental natures of all an individual’smental states and events are such that there is no necessary or other deepindividuative relation between the individual’s being in states, or undergo-ing events, with those natures, and the nature of the individual’s physicaland social environments.
 Individualism has been motivated in a variety of ways. Explanatory or reduc-tionistic strategies, ontological preconceptions, and various epistemic intuitionshave provided undeveloped but nonetheless deep conviction in the truth of thedoctrine. The epistemic intuitions, however, were the original ones, deriving as
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 they do from Descartes. They retain considerable power, I think, even amongphilosophers who instinctively avoid resting weight on Cartesian thought exper-iments. In the first section of this paper, I shall discuss these intuitions in asketchy and preliminary way. In the second, I shall propose an argument againstindividualism that bears fairly directly on those intuitions. The argument centerson perception. The issues at stake here are of some moment; and the presentbrief discussion should be construed as a sketch, not an appropriately scaledtreatment.1
 1. Descartes imagined himself thoroughly mistaken about the nature and evenexistence of the empirical world. The thought experiments that he proposed areexceptionally vivid and powerful, at least on first encounter. And they have sug-gested to many—as they suggested to Descartes—that one’s mental phenomenaare in certain fundamental ways independent of the nature of the empirical andsocial worlds.
 When one considers the thought experiments in any depth, one comes torealize that their details bear heavily on precisely what philosophical theses canbe supported by reference to them. This generalization applies with undiminishedforce to attempts to use Cartesian thought experiments to support individualism.For example, the case for individualism based on the dreaming hypothesis isimmediately affected (undermined, I believe) by the fact that an interpretation ofdreams presupposes thoughts in a wakeful state. And the fact that it is part of thedemon hypothesis that one is being deceived or fooled is of critical importanceto any discussion of the relevance of the hypothesis to individualism. But I wantto cut through such subtleties as much as possible. The “Cartesian” cases thatI will be imagining make no use of dreams and make no assumptions aboutdemonic deception. I think that laying these aspects of the thought experimentsaside strengthens their prima facie usefulness for individualist purposes. I willconstrue Descartes as capitalizing on the causal gap that we tend to assume thereis between the world and its effects on us: different causes could have produced“the same” effects, certainly the same physical effects on our sense organs. Iwill interpret him as conceiving a person as radically mistaken about the natureof the empirical world. I shall see him as imagining that there is something
 1 I have discussed individualism in several other papers: “Individualism and the Mental”, MidwestStudies, 4 (1979), 73–121; “Other Bodies”, in Andrew Woodfield (ed.), Thought and Object (Oxford:Oxford University Press, 1982); “Two Thought Experiments Reviewed”, Notre Dame Journal ofFormal Logic, 23 (1982), 284–93; “Intellectual Norms and Foundations of Mind”, The Journal ofPhilosophy, 83 (1986), 697–720, and ‘Individualism and Psychology’, The Philosophical Review,95 (1986), 3–45. (Chs. 5, 4, 6, 10, 9, this volume). There are significant differences among thevarious arguments against individualism in these papers. Some center on the role of the linguisticenvironment, some on the objectivity of theoretical discussion, some on the role of the physicalenvironment. “Individualism and Psychology” contains the argument that I shall present here insec. 2. But the argument in this other paper is given in a substantially different context. I think thatultimately the greatest interest of the various arguments lies not in defeating individualism, but inopening routes for exploring the concepts of objectivity and the mental, and more especially thoseaspects of the mental that are distinctive of persons.
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 causing the given person’s mental goings on, but as imagining that the entitiesthat lie at the ends of relevant causal chains (and perhaps the causal laws) arevery different from what the person thinks.
 The Cartesian hypotheses gain considerable power if one places oneself inthe position of the person under the delusion. From the “inside”, from a “first-person” point of view, one develops an impression of the independence of thenature of one’s mental life from outside determining factors. One has a vividsense of how the world seems; but one remains conscious of the contingency ofthe relation between the way the objective world is and its effects on us. That is,the same sensory effects could seemingly have been systematically produced bya variety of different sets of causes-cum-laws. Then our vividly grasped thoughtswould be mistaken. These sorts of considerations have led many to concludethat individualism must be true.
 But let us consider more closely. As I have stated the Cartesian hypothes-is, it contains two elements: some epistemic remarks and some remarks aboutcausation.
 The causal elements by themselves do not support the individualist position.The possibility that very different causal antecedents could issue in the samephysical effects on the individual’s body, and perhaps even issue in the samephenomenological mental phenomena, is used as a component in my previousarguments against individualism. (See n. 1.) The strategy of the arguments isto conceive of a person’s having certain thoughts (for example, a belief thataluminum is a light metal used in making airplanes). Then, holding the his-tory of the person’s body—and perhaps non-intentionally specified, qualitativeexperiences—constant, one conceives of a relevantly different environment’shaving substantially the same physical effects on the person’s surfaces. (Forexample, one may conceive of an environment that lacks aluminum altogeth-er, and contains some superficially similar metal instead, but in such a fashionthat the person’s body is not differently affected in any relevant way.) In sucha case, the person plausibly lacks some of the originally specified thoughts.(The person lacks beliefs involving a concept of aluminum.) Differences in thenature of the environment with which the person interacts seem to affect theindividuation of a person’s thoughts, even though there is no difference inthe way the person’s surfaces, individualistically and non-intentionally described,are affected.
 Thus both the Cartesian thought experiments and my anti-individualistic argu-ments make use of the possibility that different causal antecedents could havethe same effects on the person’s surfaces. The Cartesian might want to describethe causal elements in his thought experiments more richly: relevantly differ-ent causal antecedents have the same effects on the person’s mind. But sucha description would blatantly beg the question at issue. Whatever force theCartesian thought experiments lend to individualism must lie elsewhere.
 The epistemic observations center on the point that one could be drasticallywrong about the nature of the empirical world around one. Until this point
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 is made into a claim about the difficulty of justifying one’s beliefs, it has nosceptical force. But even in its present form, the point is hardly uncontroversial.It tends to be the target of transcendental arguments. I shall accept it here forheuristic purposes, however, since my immediate aims are not epistemic. I wantto grant a fairly strong epistemic conclusion from the thought experiments (onethat I would not accept outright), and show, in a setting where scepticism is not atissue, that the conclusion by itself does not support individualism in the slightest.
 So let us assume that we know or have reasonable beliefs about what theempirical world is like. And let us grant that the Cartesian thought experimentsshow that we could be radically wrong in these beliefs. That is, it is epistem-ically possible that the world be, or have been, very different from the way wereasonably think it is, or even know it is. This may be seen as a concession thatwe are deeply fallible. We can imagine being, and perhaps even being shown tobe, pretty spectacularly wrong. But it is not a concession that there is reason tothink that the beliefs, which we are conceding might “in principle” be wrong,really are wrong, or even are unjustified.
 So what follows from this concession of the Cartesian epistemic possibility?Nothing immediate that favors individualism. We took our thoughts about theworld as a given and conceded that they might be radically mistaken. But weconceded nothing about how our thoughts about the world are determined to bewhat they are. That is the issue before us. To assume that the epistemologicalintuitions occasioned by the Cartesian thought experiments support individual-ism is to make a step that needs justification. It is to beg precisely the questionat issue.
 It is a well-known point that in considering counterfactual situations we holdconstant the interpretation of the language whose sentences we are evaluatingin the counterfactual situations. It is quite possible to consider the truth orfalsity of interpreted sentences even in counterfactual situations where thosesentences could not be used or understood. Similarly for our thoughts whenwe are considering the Cartesian situations. We hold our thoughts constant. Weconsider situations in which the thoughts that we have would be false. And weconcede that we could in principle be mistaken in thinking that the world isnot arranged in one of the ways that would make our thoughts radically false.We do not ask how our thoughts’ being false in certain ways would affect ourthinking them. To ask what language or what thoughts would be possible ifthe world were in a given counterfactual state is to raise a question differentfrom those raised in the Cartesian thought experiments. Thus there is sometendency for a Cartesian to move without argument from the counterfactualfeatures of the thought experiments to the conclusion that the individuationof thoughts is unaffected by any possible differences in the environment. Themove, or conflation, begins with: “Things might have been radically otherwisewithout our surfaces being differently affected; and relative to these imaginedcircumstances, our (actual) thoughts would be subject to numerous and radicalerrors.” It concludes with: “Things might have been radically otherwise and
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 our thoughts and minds would remain just as they are.” Taken by itself, thetransition is completely without justification.
 There is, of course, another factor in the transition. Descartes’s individualismrests primarily on his view of the special authoritative character of our know-ledge of (some of) our own thoughts. A reconstructed Cartesian argument forindividualism might follow these lines: (a) Suppose that one imagines that one’sthoughts are subject to error in one of the Cartesian ways. (b) One knows whatone’s thoughts are, and they would be mistaken. But (c) an anti-individualistposition holds that in some of the Cartesian cases we would think thoughts dif-ferent from those we actually think—we would be in different mental states.(d) This conflicts with our authoritative knowledge about what (some of) ourthoughts are and would be: we know authoritatively that our present thoughtswould be the same.
 This argument equivocates between considering what our thoughts are andwhat they would be. We can imagine that our thoughts are radically mistaken. Sowe accept (a) for present purposes. (b) is correct: we know what our thoughtsare and we can see that in the counterfactual circumstances, those thoughtswould be mistaken. (c) is also correct. I think it true, and compatible with (a),that in some of the Cartesian situations in which our actual thoughts about theempirical world would be mistaken, we would not be thinking the thoughts thatwe actually are thinking. But contrary to (d) there is no conflict with reasonablecharacterizations of first-person authority. We are authoritative about some ofour actual thoughts about the empirical world; and we can imagine those verythoughts being quite mistaken. Moreover, whatever our thoughts would be if thecounterfactual situation were to obtain, we would be authoritative about some ofthem. But we are not authoritative about what our thoughts about the empiricalworld would be if the counterfactual cases were actual. That is a philosophicalissue, not a matter of what one’s present mental events actually are. Althoughit may be settled by special, “apriori” means, it is not an issue over whichanyone has first-person (singular) authority. First-person authority presupposesour thoughts as given; we are then authoritative about those thoughts. But ourthoughts are determined to be what they are partly by the nature of our envir-onment. And we are authoritative about neither our environment nor the natureof that determination.
 The problem of explicating the nature and source of the authoritative know-ledge that we have of some of our present mental phenomena is close to theheart of the larger problem of explicating what is distinctive about persons. Hereis not the place to elaborate a position on these matters. In opposing individual-ism, however, I am opposing the traditional rationalist assumption that in orderto be authoritative about one’s thoughts, one must be authoritative about (or atleast be able to know apriori) all conditions for determining or individuatingthe nature of those particular thoughts. I believe that there is no simple, cogentdefence of this assumption, certainly none that is immediately sustained by theCartesian thought experiments.
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 Although all of these points demand development, what I have said so farseems to me to undermine the sense that the Cartesian thought experimentsprovide simple, direct support for individualism. It is easy to see how we mightbe involved in either or both of the two conflations that I have just warnedagainst: conflating questions of counterfactually evaluating one’s thoughts withquestions of what thoughts one would think if one were in the counterfactu-al situation; and conflating the fact that we are authoritative about our actualthoughts, and would be authoritative about what our thoughts would be in any(relevant) counterfactual situation, with the claim that we are actually author-itative about certain thoughts that we would be thinking regardless of whatactual or counterfactual situation we would be in. I think that the belief thatthe Cartesian cases support individualism usually rests on one or both of theseconflations. The individualist needs arguments beyond what the intuitive thoughtexperiments yield.
 I want to close this section by mentioning a very common argument for indi-vidualism that involves a crude version of the sort of thinking that infers thedoctrine directly from the Cartesian thought experiments. It begins by noting thatwe could have the same perceptual experiences, same perceptual representations,whether these were veridical perceptions, misperceptions, or hallucinations. Sim-ilar points can be made for other intentional mental phenomena. The argumentconcludes from these observations that perceptual experiences are independent,for their intentional natures, of the perceiver or thinker’s environment. Thisinference has no force. Questions of veridicality are judged with respect to giv-en mental states. It is a further question how those states are determined tobe what they are. The natures of such states are determined partly by normalrelations between the person or organism and the environment. Error is determ-ined against a background of normal interaction. I will develop this idea in thenext section.
 2. It seems to me that a deeper consideration of perceptual error and veridic-ality provides powerful grounds for rejecting individualism. I begin with thepremise that our perceptual experience represents or is about objects, proper-ties, and relations that are objective. That is to say, their nature (or essentialcharacter) is independent of any one person’s actions, dispositions, or mentalphenomena. An obvious consequence is that individuals are capable of havingperceptual representations that are misperceptions or hallucinations: a personmay have a perceptual representation even though he or she is perceiving noth-ing of the kind that is perceptually represented. A stronger consequence of thepremise is that, in any given case, all of a person’s perceptual capacities, andindeed cognitive capacities, could in principle be mistaken about the empiric-ally perceivable property (object, relation) being perceptually presented. To putthis consequence with some gesture at precision: for any given person at anygiven time, there is no necessary function from all of that person’s abilities,actions, and representations up to that time to the natures of those entities that
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 that person perceptually interacts with at that time (and is capable of perceivingat that time and earlier).
 Our second premise is that we have perceptual representations (or perceptualstates with contents) that specify particular objective types of objects, prop-erties, or relations as such. Representations specify such objective entities asblobs, bars, boundaries, convexity, cones, rough texturedness, being fartherfrom x than from y ; and they specify them as blobs, bars, boundaries, andso on. The “logical form” of such perceptual representations is not particu-larly important to our argument. I am inclined to think that some have theform of “that boundary”. But as far as our argument is concerned, all couldhave the form “that is a boundary”, or “there is a boundary there”, or even(what I consider quite implausible) “there is a boundary there causing thisperceptual experience”.2 The important thing is that the representations spe-cify some particular objective entities (e.g. a boundary) as such (e.g. as aboundary). They do not simply describe those entities in terms of their rolein causing perceptual states of a certain kind. For example, I assume that per-ceptual representations do not all have contents like those of ‘whatever normallycauses this sort of perceptual representation’—or “whatever normally has thissort of perceptual appearance”, where the description denotes some objectiveproperty.
 There are a variety of reasons why this latter sort of perceptual representationis not fundamental or canonical. The idea that our perceptual representationsmake primary reference to themselves is an old philosopher’s tale with little orno genuine plausibility. I take it that attribution of such complicated perceptualrepresentations is implausible on its face. And to get the description to apply
 2 The second premise is in conflict with Descartes’s view that one cannot make perceptualerrors because one perceives only one’s own mental phenomena. According to this view one infers(wills to infer) the existence of objective properties causing those phenomena. Cf. The Principlesof Philosophy, Pt. II, Principle III; Meditations VI. A similar view was embraced by Russell.Cf. The Problems of Philosophy (London: Oxford University Press, 1912), ch. 3; The Analysis ofMatter (New York: Dover, 1954). I have discussed these sorts of views briefly in “Individualismand Psychology” (Ch. 9 below). John Searle, Intentionality (Cambridge: Cambridge UniversityPress, 1983), ch. 2, argues that the content of perceptual states is always self-referential, in thelast of the ways listed in the text. I find the argument unpersuasive, in that it depends on anundefended conception of “conditions of satisfaction”. I do not think that there is strong reason tothink that perceptual experiences have as complicated contents as he claims, and do not think thatthose contents are self-referential. (Searle’s examples all concern recognition—a very late stage ofperception. Cf. David Marr, Vision (San Francisco: W. H. Freeman and Company, 1982).) Still,these disagreements are not crucial to my argument. Searle’s purportedly individualistic contentscontain specifications of objective entities as such—for example, “a yellow station wagon”. So suchcontents satisfy the requirements of my argument.
 Perhaps this is a good place to emphasize that neither this premise nor any other part of theargument relies essentially on any particular notion of content or representation. I use these notionswithout apology, but I am aware that there are those who think they see something wrong with thissort of talk. For purposes of the argument this language may be regarded as a variant on talk aboutthe type of intentional state. Clearly perceptual experiences are properly specified and individuatedin such intentional terms. The argument concerns the nature and preconditions for the states andevents thus individuated.
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 to appropriate entities (as opposed to antecedent or intermediate occurrences,such as arrays of light striking the retina), the descriptions would have to becomplicated in ways that have never been fully articulated. Such complicationsmake a bad case worse. There is no reason to think that notions like normality, orcausation as a relation between objects and perceivers, or appearance, enter intoprimary perceptual experience. These notions are developed from meta-reflectionon that experience.
 Moreover, to be appropriately informative, the perceptual representationwould have to specify the sort of phenomenological type that it itself instan-tiated: “this sort” is simply too unspecific to account for the reticulated arrayof perceptual types that we recognize and discriminate. But the idea that weclassify our perceptual phenomenology without specifying the objective prop-erties that occasion it is wildly out of touch with actual empirical theories ofperception as well as with common sense. The sorts of complicated representa-tions that we have been discussing seem to me to have little place in perceptionat all (as opposed to sophisticated, self-conscious, discursive reflection on per-ception—where they presuppose classifications of perceptual types in terms ofpublic entities). But our argument requires only that they not be the only sortsof perceptual representations that we have.
 In a sense, this second premise is a rejection of what used to be called therepresentational theory of perception. According to that theory, we primarilyperceive, or at least primarily make reference to, representations of objectiveentities; we make reference to objective entities only indirectly—by assumingor inferring that there are objective counterparts or causes of the representationsthat we make direct perceptual reference to. I take it that this theory is discreditedand rarely defended nowadays. It is implausible for the reasons I have mentioned.Among our perceptual representations are surely specifications, not merely roledescriptions, of objective entities.
 Although this second premise is worth articulating, I think that at a deeperlevel of argument, it can be dispensed with. I believe that the second premiseis ultimately a necessary consequence of the first: we can make veridical per-ceptual reference to objective entities of a given type only if we can makeperceptual reference to them as such. But I shall not take on the burden ofarguing that here.
 My final premise is that some perceptual types that specify objective types ofobjects, properties, and relations as such do so partly because of relations thathold between the perceiver (or at least members of the perceiver’s species) andinstances of those objective types. These relations include causal interaction.3
 3 I think that these relations always include intentional application—a notion that I have discussedelsewhere in some detail. Cf. “Belief De Re”, The Journal of Philosophy, 74 (1977), 338–362 (Ch.3 above); and “Russell’s Problem and Intentional Identity”, in J. Tomberlin (ed.), Agent, Language,and the Structure of the World (Indianapolis: Hackett Publishing Company, 1983). The relationof application to the present set of issues is in fact complex and worth pursuing. But pursuit isinappropriate here.
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 If there were no such relations, a perceiver would lack at least some perceptualintentional types that he or she has.
 The premise derives from the fact that perceptual experience, and the form-ation of perceptual representation, is empirical. The intentional nature of someof our perceptual representations—what information they carry, what theymean—depends partly on the way epistemically contingent aspects of the worldthat occasion them actually are. Our perceptual information and our informa-tional and representational states are worked up out of empirical interaction withan objective world.
 The force of this point was obscured in the Locke-to-Hume tradition by apeculiar distortion. The empirical character of perception was depicted as if itwere (at most) a purely causal affair. The perceptual types were consideredto carry information about the world intrinsically—because of their shape inthe image, for example. The role of the objective world was simply to causeappropriate ones among these information-bearing percepts to pop into the mindat appropriate moments.
 Behind this distortion was the intuitively powerful but primitive idea (derivingfrom pre-Cartesian Aristotelians and prominent among post-Cartesian empiri-cists) that perceptual representations represented by virtue of similarity withtheir objects. This idea seems now to have little explanatory value. How couldsimilarity alone (even assuming that the relevantly similar respects were articu-lated) explain perceptual representation? Among post-Cartesian empiricists theanswer sometimes relied on the representational theory of perception, whichwe have just discussed: we represent objective empirical entities by represent-ing subjective counterparts that are similar and by representing or inferring arelation between subjective and objective correlates.
 Descartes and his rationalist successors either rejected or laid little weighton explanations in terms of similarity. But they tended to retain the view thatperceptual representational types carry information or have their representationalcharacters in complete independence of the way the empirical world is. Theolo-gical and idealist considerations were imported to shore up the objectivity andcognitive value of perceptual representation. And the whole tradition fell preyto Humean scepticism.
 In retrospect, this set of ideas seems strange. Not only do our perceptualpresentations or experiences have the qualitative features that they have becauseof the law-governed ways that our sense organs and neural system interact withthe physical environment. But their giving empirical information to consciousbeings about the environment—their representing it—depends on their qualit-ative features being regularly and systematically related to objective features ofthe environment. No matter what their phenomenological character, perceptualpresentations can represent objective empirical features beyond themselves assuch only through having instances stand in regular causal relations to instancesof those objective features.

Page 217
                        

202 Cartesian Error and Perception
 Granted, certain of our visual representations may be attributed attributes thatare the same as or at least analogous to attributes of the objective entities thatthey represent. Our perceptual representation-in-the-image of a straight line mayperhaps itself be said to be “straight”. The image may be thought of as like apicture with some elements that have properties (for example, geometrical ones)that correspond to some of those that it depicts. (Of course, this line has beenvociferously doubted by many philosophers; but I shall grant it for present pur-poses. Doubters have one less obstacle to agreement with my primary position.)Even where such analogies hold, they do so at least partly because of the lawsof optics, the natures of our bodies, and the geometrical characteristics of phys-ical objects. And similarities in the perceptual image are of representationalsignificance only because and only insofar as they are formed through regularinteractions with objective entities.
 It must also be noted that any such similarities are limited in scope. Whateversimilarities perceptual representations of three-dimensional orientations, or ofthree-dimensional shapes, or of occluding edges, bear to their objects are cer-tainly not sufficient even to suggest a unique match. In such cases, which surelyinclude the bulk of our perceptual representations, there is no other natural wayto specify the intentional content of the perceptual experiences than by referenceto the types of objective entities that they are normally applied to.
 The third premise states that some of a perceiver’s perceptual types take ontheir representational characters partly because their instances interact in certainways with the objective entities that are represented. It does not claim that alldo. It is plausible that many perceptions are composites of others. In somefew cases, the whole may be representational, though it is never formed byinteraction with actual objects. One thinks of hallucinations of pink elephants orunicorns. Moreover, some representations at the level of recognitional capacity(beyond the level of early vision) may be heavily informed by backgroundtheory, in such a way as to acquire representational character independently ofany interaction. Again, these cases seem very much the exception. Still, it wouldbe a mistake not to allow for them.
 There are other ways that perceptual states may acquire their representation-al characteristics. Sometimes the evolutionary history of a species may form aperceptual tendency in members of the species that has representational char-acteristics that depend in some way on interaction between an individual’sancestors and objects of a relevant sort. The intentional content of a percep-tual state may be independent of the individual’s learning history. Instancesof the state could, in an individual, be occasioned in an abnormal way, yield-ing misperceptions not preceded in that individual by veridical perceptions.My premise could be complicated to accommodate such possibilities explicitly.But the basic anti-individualistic thrust of the argument that follows would beunaffected.
 The empirical character of perceptual representation formation is evinced inour common methods of interpreting a creature’s perceptual experience. When
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 we seek to determine the intentional content or representational types in acreature’s perceptual experience, we determine what objective properties arediscriminated by its perceptual apparatus. That is, we build up intentional typeattributions by determining the types of objective entities whose instances regu-larly causally affect the creature’s sense organs and are normally discriminatedperceptually by the creature—or at least by creatures of the same species.
 This fact about perception constitutes, I think, a qualified basis for the oft-repeated slogan that error presupposes a background of veridicality.4 I think thatthis slogan is sometimes misused. I think that we are not immune from fairlydramatic and wholesale error in characterizing the nature of the empirical world.But I do think that we are nearly immune from error in asserting the existenceof instances of our perceptual kinds, and of other kinds that are taught by moreor less immediate association with perceptually based applications. I think that(induced) massive perceptual hallucination or a total lack of regularity betweenan individual’s experience and his or her environment are the only possibleexplanations for an individual’s perceptual experiences always systematicallyfailing to apply to the world.
 Most perceptual representations are formed and obtain their content throughregular interaction with the environment. They represent what, in some complexsense of “normally”, they normally stem from and are applied to. It makes nosense to attribute systematic perceptual error to a being whose perceptual repres-entations can be explained as the results of regular interaction with a physicalenvironment and whose discriminative activity is reasonably well adapted tothat environment.
 So there are the three premises: our perceptual experience represents objectiveentities; perceptual experience specifies objective entities as such; and the form-ation of perceptual representation (of perceptual intentional types) is empirical.We are now in a position to argue that individualism is not true for perceptualrepresentation.
 We begin with an individual with perceptual experience of objective entities.The person normally perceives instances of a particular type of objective entity(call it “O”) correctly (as Os). But imagine that one or more of his or her per-ceptual experiences involves misperception. At time t , the person misperceivesan instance of another type of objective entity (call it “C ”) as an O . That is, aninstance of C is present and is causing the perceptual experience. Since C and
 4 The slogan has roots, I think, in Kant’s point that the concept of seeming makes sense only incontrast to the concept of being. Cf. Critique of Pure Reason, “The Refutation of Idealism”. The pointregained prominence in Quine’s “Principle of Charity”, Word and Object (Cambridge, Mass.: MITPress, 1960), ch. 2; and it has been employed in different ways by Donald Davidson, for example, in“On the Very Idea of a Conceptual Scheme”, in his Inquiries into Truth and Interpretation (Oxford:Clarendon Press, 1984). I am inclined to believe that Quine and Davidson sometimes use thisimportant idea with insufficient discrimination. But the issues here are again complex, and requiremore development than I can undertake. I should note, however, that in the remarks that follow myterms “characterization” and “application” are terms of art. Cf. “Intellectual Norms and Foundationsof Mind”, and the works cited in n. 3.
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 its instance are objective, it is in principle possible that all the given person’ssensory modalities together might be fooled. In fact, we may imagine that givenwhat the person knows and can do at the time of the misperception, he or shecannot discriminate the actual situation, at that time, from the one he or sherepresents. We may even imagine that nothing the person does or is disposedto do up until time t would (on this particular occasion) have discriminatedbetween this instance of C and an instance of O .5 My first premise gives us thismuch. The objectivity of the objects of perception entails that there is alwaysa possible gap between the proximal effects of those objects on an individual’smind or body (and the sum of what the person represents, thinks, and can do),on one hand, and the nature of the objects themselves, on the other. The sameproximal effects, representations, thought, and activity could in certain instancesderive from different objective entities.
 The first premise also yields the following counterfactual. We fix those of ourperson’s physical states and discriminative abilities that can be specified non-intentionally and independently of the nature of his or her environment. But weconceive of a counterfactual environment in which the sort of entity O that theperson actually represents never occurs. Instead, the sort of proximal stimulationsthat are actually normally caused by instances of O are counterfactually normallycaused by instances of C (or at any rate by something other than instances ofO). We may further imagine that members of our person’s species have evolvedso as to adapt to this situation. They regularly obtain information about instancesof C ; and we may imagine that their physical movements and discriminativeabilities are quite different from the ones they have in the actual circumstances.Only the protagonist’s body, non-intentionally and individualistically specified,need remain the same.
 We assume, using the second premise, that in both actual and counterfactualsituations, our person has perceptual experiences that are or include specificspecifications of the relevant objective entities. For example, if in the actualsituation, P correctly perceives an instance of O , the person perceives it as anO . By the third premise, since the objective entities that the person normallyinteracts with—and perceives as such—differ between actual and counterfactualsituations, and since the laws explaining these interactions differ, the perceptualintentional types of the person also differ. Counterfactually, he or she perceivesa C as a C , not as an O . Our protagonist’s perceptual experience at t in thecounterfactual situation is not a misperception, but is in fact veridical. (What
 5 There is no need to assume that the instance of C is in principle unverifiable or indiscernible asan instance of C . Another person with relevant background information might be able to infer thatthe instance of C would produce a perceptual illusion. Another person with different dispositionsmight even be able to perceive the difference between the instance of C and an instance of O .It need not be that all instances of C always look like instances of O to other members of thespecies. It is enough for the argument that instances of C that our protagonist is exposed to not bediscriminable by him or her from the instances of O that he or she has been exposed to.
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 is important is only that the perceptual state does not specify anything as anO .) But the person’s physical states, discriminative abilities, and perhaps purelyphenomenological (non-intentional) states remain the same between the twosituations. So the person’s intentional perceptual types are not individualisticallyindividuated.
 It is easiest to imagine an example concretely if the case is taken fromthe more primitive (but still conscious) stages of vision. For then elaborateconceptual or verbal dispositions associated with the visual state need not bebrought into consideration. More dispositions complicate the attempt to imaginea case in detail. But they do not affect the logic or soundness of the argumentalready given. As long as the first assumption about objectivity is in place, thereis the guarantee that there is no unique fit between non-intentional dispositionsand the represented environment.
 To fix an example, we may imagine that the sort of entities being perceivedare very small and are not such as to bear on the individual’s success in adapt-ing to the environment. An O may be a shadow of a certain small size on agently contoured surface. A C may be a similarly sized crack. The individual Pencounters several Os, and they are commonly seen in the environment. In theonly case(s) in which P encounters a C, P may have no dispositions that woulddiscriminate the instance of C from an instance of O—although P might inprinciple have been taught such procedures, and although other individuals mayhave them. For example, P may have no dispositions involving touch that couldbe used to discriminate them, perhaps because the relevant entities are too small,or because P is not disposed to rely on non-visual modalities in such cases, orbecause touch itself is fooled. Still, if only Os normally cause visual representa-tions of the sort P has, if P’s having those representations is explained in termsof their relation to Os (characterized as Os), if P can discriminate Os fromrelevantly different things in the environment, and if P’s visual or cognitivesystems have some means of distinguishing objective entities from subjectiveephemera (most of the time), then P’s visual representation may specify Os assuch. The misperception of a relevant sort of crack as a relevant sort of shadowmay be a result of a one-time causal aberration.
 We may assume, if we wish, that in the actual situation—given P’s abilities,and the actual laws of optics—P would be capable of visually discriminatingsome instances of C (cracks of the relevant sort) from some instances of O inideal circumstances. But we are supposing that P is confronted by only one ora few instances of C ; and in those cases, circumstances are sufficiently non-ideal so that all P’s abilities would not succeed, in those circumstances, indiscriminating those instances of C from instances of O. P misperceives therelevant cracks as shadows.
 Now imagine a counterfactual case. Owing to peculiar optical laws or effects,there are no visible Os—no shadows (visible to P’s species) of relevantlysimilar shape and size on gently contoured surfaces. The optical laws are also
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 such that all the visual impressions caused by and explained in terms of Osin the actual situation are counterfactually caused by and explained in terms ofC s—relevantly sized cracks. The cracks are where the shadows were in theactual case. Suppose also that at the (few) time(s) when in the actual situation Pis confronted with a C, P is also counterfactually confronted with a C . None ofthe differences relevantly affects the physical history of P’s visual system or anyof P’s other physical stimulations, physical dispositions, or physical activity.6
 In such a counterfactual situation, P would normally be visually representingC s—relevantly small cracks—as C s. P would never be visually representing,or misrepresenting, anything as an O . One can imagine that in the counterfactualcase, even if there were appropriately sized shadows on relevant surfaces, thedifferent laws of optics in that counterfactual case would not enable P ever to seethem. If this were so, one could hardly take P’s visual impressions (physicallyand perhaps phenomenologically the same as in the actual case—but explainedas normally caused by cracks) to be misrepresentations of things as the relevantsort of shadows. For we imagine P’s visual impressions to be caused in aregular way by the objects P is looking at. The visual impressions provide assound a basis for learning about the environment in the counterfactual caseas they do for learning about the (different) environment in the actual case.Counterfactually, P’s intentional perceptual states are different: P sees C s asC s.
 The general strategy of the argument is simple. The first premise notes apossible gap between a person’s physical states and intentional states, on onehand, and the state of the world that is seen, on the other. Holding the relev-ant physical effects constant, we imagine different visible objects in the world,and different optical laws normally and regularly relating those objects to theperson’s physical states. In such a case, it is clear that some of the person’sintentional visual states, at least some of those that specify objective entitiesas such, would be different. The second and third premises of my argumentalready jointly indicate that a person’s intentional perceptual states are in factnot individuated individualistically. These premises presuppose the first. Thefirst premises makes explicit the possibility of error, and thereby indicatesthat the non-individualist methods of individuation, indicated by the secondand third premises, do not “in principle” have counterpart methods that areindividualistic.
 If one relinquishes the claim that a person’s perceptions represent objectiveentities, then the argument collapses. All three premises are undermined. So as
 6 One may imagine that the dispositions that would, in the actual case under ideal circum-stances, have visually discriminated C s from Os would, in the counterfactual case, be activatedin circumstances that provide discrimination of some other type of thing from C s. Given the verydifferent physical environment and laws, one can imagine these dispositions to have almost anyvisual meaning that one likes.
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 applied to a solipsistic thinker, the argument is powerless.7 On the other hand, theobjective and empirical character of perceptual representation seems to guaranteenon-individualistic intentional perceptual states, and non-individualistic methodsof individuating them.
 7 Perhaps one should see in this light the fanciful examples of beings that are bodily identical tous over a period of time, but that are extended quantum accidents with no regular relations to theirphysical environment. There is perhaps enough in the mental events of such beings to count themthinkers. (Actually, this seems to me problematic: there are problems about dispositions; but let thempass.) Whatever thoughts they entertain have no determinate objective reference. Their mental goingson and their physical movements are compatible with successful adaptation to and regular causationby any one of an infinity of possible environments. Such intentionality as their phenomenologicalstates have should perhaps be seen as making reference to qualitative phenomenological types, notto objects that are in principle independent of the individual’s thought and perception. For sucha being, individualism is perhaps true. But its truth would be bought at the price of interpretingthe thinker as a solipsist unawares. I leave the ultimate coherence of such a description an openquestion.
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 In ‘Cartesian Error and the Objectivity of Perception’ (Ch. 7 above) I discussedthree issues: the nature of individualism, the role of first-person authority in tradi-tional Cartesian individualist views, and the way that considerations of objectiv-ity support a non-individualist view of perception. I treated each of these issuesonly in a brief and preliminary way. Professor Matthews concentrates on thelatter two. Here I hope to clarify some of the points I made on these two issuesby responding to his criticisms, and by developing some of my points further.
 I
 Let us begin with the matter of first-person authority. I centered the discussionon Descartes, attempting to understand a traditional, Cartesian motivation foraccepting individualism. I took the notion of first-person authority in an intuitiveway. I did not provide an account of the phenomenon since I conceive of thattask as requiring very substantial systematic development. But I did make certaincommitments regarding it.
 Matthews holds that the two conflations I cite are not sufficient by themselvesto lead to individualism. The second conflation is (in my words):
 conflating the fact that we are authoritative about our actual thoughts andwould be authoritative about what our thoughts would be in any (relevant)counterfactual situation, with the claim that we are actually authoritativeabout certain thoughts that we would be thinking regardless of what actualor counterfactual situation we would be in.
 The idea was that in this conflation, the Cartesian moves without argument fromwhat I call a fact in this quotation to what I call a claim. Matthews maintains thatthis and the first conflation carry us only to the conclusion that we know whatthoughts we would think if we were in the imagined counterfactual situation.He thinks that something more is needed if we are to draw the conclusion that
 This was written in reply to Robert J. Matthews, “Comments”, in R. Grimm and D. Merrill (eds.),The Contents of Thought (Tucson: University of Arizona Press, 1985); Page references in the textare to this article.
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 the thoughts we would think in the counterfactual situation are the very samethoughts that we are thinking now.
 But this conclusion is already contained in the statement of the second con-flation: There are certain thoughts that we are actually authoritative about (and,of course, actually thinking since authority applies paradigmatically to actualpresent thoughts) and would be thinking in the counterfactual situation as well.I think that there is no other way to read the expression ‘certain’. It is a ‘widescope’ expression par excellence. The expression attaches the authority to par-ticular thoughts in the actual situation that are held in relevant counterfactualsituations as well. There is no gap in the reasoning.
 The conflations are to be understood as leading to individualism in the con-text of reflection on our authoritative knowledge of some of our present mentalevents. Descartes was impressed with this sort of knowledge. I think that he wasright to be impressed. He was further right in thinking that we have a special,strong, intuitively direct, authoritative (though I think not infallible) knowledgeof certain of our present mental events. He was on to something real and pro-found. The difficult philosophical problem—still unsolved in my opinion—iscoming to a deep and accurate understanding of this sort of knowledge. Myclaim is that the conflations seduced traditional individualists like Descartesinto implicitly construing this authority in a way that has no intuitive warrantand that led to stronger epistemic conclusions than it can really support.
 Suppose that one thinks that one has a peculiarly direct knowledge of partic-ular thoughts one is thinking. And suppose that one is involved in the relevantconflations. One slides easily between evaluating thoughts counterfactually anddetermining what thoughts would be thought in counterfactual circumstances.One does not reflect on the difference between, on one hand, the necessity thatone has the relevant sort of authority (if one is a certain sort of self-consciousbeing) and, on the other, a putative power to extend one’s authority about cer-tain thoughts one actually has to the counterfactual cases—giving one the rightto claim that one would have authoritative knowledge of those same thoughtseven though the counterfactual circumstances in which one would be thinkingare entirely different.
 Then it is easy to see how one could conclude that the nature of one’s thoughtsis independent of one’s environment. One simply performs a thought experiment.One fixes on some empirical contingent thoughts that one is presently thinkingand imagines that causal antecedents of one’s thoughts were very different. Thecausal antecedents of those particular thoughts would seem to be contingentlyrelated to those thoughts. This is suggested by the fact that even if they areveridical, they could have been non-veridical. It would appear that one couldjust fix those thoughts authoritatively and hold them in mind even as the back-ground scenery is changed. The conclusion is that one’s authoritative and directknowledge is supposed to show that no change in background scenery couldaffect the nature of the thoughts that are under one’s authoritative control. Myview is that no intuitively plausible conception of first-person authority warrants
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 so strong a conclusion. Apart from the conflations, even Descartes’s conceptionof authority does not warrant individualism.
 Matthews offers an alternative argument that may have led some to embraceindividualism. I do not doubt that his argument has had some influence. I dodoubt that it has much to do with first-person authority. For purposes of thediagnostic argument, Matthews glosses authority twice. Once our being author-itative about our thoughts is glossed: ‘we know what we believe, desire, andso on.’ Once it is counted equivalent to our knowing what we believe, desire,intend, and so on, in both actual and counterfactual circumstances.
 These characterizations are certainly not Cartesian. They do not suggest any-thing special about some of our knowledge of our mental events. They apply toall our self-knowledge. Much of the knowledge that we have of our own beliefs,desires, and so on, is not special, and is similar to the knowledge that we have ofothers’ mental states. Matthews’s glosses do not speak to traditional intuitionsthat some of our self-knowledge is fundamentally first-person singular, appliesparadigmatically to present occurrent conscious mental events, and is in somesense peculiarly immediate, authoritative, certain, or central to personhood. Inshort, the glosses ignore the apparently special character of first-person author-itative knowledge. So I think that the argument based on this conception ofknowledge is not a serious contender for explaining the Cartesian motivationsfor individualism.
 The argument Matthews offers is as follows. (1) We are ‘authoritative’ aboutour thoughts in the senses that Matthews lays down. Hence, (2) we can ascertainby empirical observation the type-stability of our tokened thoughts in the faceof actual changes in the environment. (3) When we undertake such observationswe discover that our tokened thoughts are type-invariant in the face of changesin the environment. (4) But if our tokened thoughts are thus type-invariant,individualism is true, since individualism is the view that an individual’s mentalstate and event kinds can in principle be individuated in complete independenceof that individual’s physical and social environments.
 In my view, the failure of the argument lies primarily in steps (3) and (4).(1) is defective only in its inadequacy as a conception of first-person authority.We surely know what some of our thoughts are and would know what someof our thoughts were in the relevant counterfactual circumstances. (2) doesnot follow from (1), as the argument claims. (There is nothing in (1) abouttype-stability or empirical observation.) But apart from the fact that the sortof knowledge described in (2) is more complex than ‘empirical observation’suggests (an interesting conjunction of first-person and third-person points ofview is involved), (2) seems to me acceptable. (3) is also acceptable if it isclearly understood to apply to an ‘observation’ of type-stability in the face of(some) actual changes in the environment—the condition laid down in (2). Ofcourse, our thoughts frequently do shift under actual changes in the environment.We change our minds. But sometimes our thoughts remain stable, and frequentlywe know this.
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 As stated, however, (3) does not clearly confine itself to such actualchanges. It may be read as a generalization over any ‘changes’ in the environ-ment—counterfactual variations as well as actual ones. On this more generalreading, (3) directly contradicts the results of the anti-individualist thoughtexperiments that I have set out. But it does so without offering any interest-ing support for itself. It certainly gains no support from the relatively modestclaims about knowledge set out in (1) and (2).
 (4) takes up this generalized reading of (3). Unless (4) is applied to all possiblevariations in the individual’s environment (laying aside again variations thatwould lead the individual to change his or her mind), it is irrelevant to a defenseof individualism. Type-stability of some of our thoughts under some actual andcounterfactual changes in the environment is compatible with both individualismand its denial. So either (3) or (4)—depending on where the implicit move from‘some actual changes’ to ‘all relevant counterfactual changes’ is made—begsthe question.
 Matthews conjectures at one point that I may accept the view that there canbe no empirical warrant for counterfactual conclusions. I do not accept this view.And nothing in my position commits me to it. The problem with the argument hedevelops and criticizes is that it rests on counterfactual conclusions for which theargument gives no warrant at all—empirical, first-person authoritative, apriori,or otherwise. I see no argument for the transition from some empirical cases toall relevant counterfactual cases. The argument appears to fall into a variant ofthe second conflation that I cited. Since the conclusions are also incompatiblewith intuitions on which I rest the non-individualist thought experiments, theybeg the question.
 Matthews’s own criticism of the argument centers on (1). He thinks we areauthoritative about our thoughts, but ‘not in the sense that the above argumentrequires if it is to go through’. He holds,
 We are authoritative about the tokening of thoughts, but not about the types towhich tokened thoughts belong. Or, to put it another way, we are authoritative inthe sense that we can express our beliefs, desires, etc. Thus, I can express what Iwould describe as my belief that water is wet by saying ‘water is wet.’ Yet the factthat we can so express our thoughts does not entail that we know what thoughts wehave thereby expressed. (p. 80)
 As support for this view, Matthews cites the Twin Earth cases in which the twinsdo not share certain beliefs. He holds that they could not know that they do notshare beliefs. He quotes me with approval: ‘our thoughts are determined to bewhat they are partly by the nature of our environment. And we are authoritativeabout neither our environment nor about the nature of that determination.’
 Although I share Matthews’s opposition to the argument, I do not accepthis mode of criticizing it. I stand by the view that we appear to agree upon:that we are authoritative neither about the environment nor about the prin-ciples that govern the individuation of our thoughts. But my formulation of this
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 view involves the intuitive, relatively pre-theoretic conception of authority thatinterested Descartes. It is obvious that we do not have special authoritative first-person (-singular) knowledge of the environment. It is nearly as obvious thatwe do not have such knowledge of the general principles that govern the indi-viduation of thought—or the general principles governing the individuation ofanything else. Matthews’s explications of ‘authority’ make it clear that he is notoperating with this conception. If I understand it correctly, his criticism of theargument depends on claims that seem to me to be very implausible—certainlystronger than any I would make. This takes some explaining.
 I do not know what Matthews means by saying that we are authoritative aboutour thought tokens, ‘in the sense that we can express our beliefs and desires’. Butthis does not seem to me to be a sense of either authority or knowledge. Perhapshe is getting at the important though rather vague point, found in Wittgenstein,that part of our authority over our thoughts involves some sort of proprietaryright to initiate them and express them. If this is what Matthews means, Ithink that he is touching on a significant element in the understanding of first-person authority. But whatever this comes to, it is not all there is to first-personauthority. In my view, first-person authority primarily concerns knowledge, notexpression. And it does not reduce merely to the knowledge that one has initiatedsome particular thought token or other.
 Matthews’s central negative point in his criticism of the argument seems togo beyond a view that I think is already deeply implausible: that we lack anysort of authoritative knowledge of what thoughts we think. The further claimseems to be that in view of the twin earth thought experiments we do not evenknow what thoughts we think or express: ‘The authoritative knowledge that welack is precisely the knowledge that would enable us to correctly individuateour thoughts.’ This suggests that we do not know our own thoughts becausewe cannot correctly and knowledgeably individuate them—cannot know whichthoughts they are.
 I do not accept these claims. I think that we do individuate our thoughts.That is, we know them as the particular types of thoughts that they are. Weknow which thoughts we think. I think it completely unacceptable to hold thatwe do not know what our thoughts are. When I occurrently and consciouslythink that water is wet at a given time, I typically know that I think that wateris wet. Denying this would, in my opinion, be a reductio of one’s own position.Moreover, I hold the further view that this knowledge is authoritative and dis-tinctive in something like the way Descartes held that it was, even though it isnot infallible, and does not involve the powers of counterfactual discriminationthat he attributed to it.
 There are, of course, those influenced by Wittgenstein who hold that the pro-prietary right to avowals is all that first-person authority comes to: no knowledgeat all (much less a distinct and interesting sort of knowledge) is involved. I findthe reasons given for this view quite unpersuasive. But I have not undertakento discuss them. The issues involved resist brief treatment. It suffices for my
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 present purposes to emphasize that this sort of view is not mine, and that theview is not entailed or, as far as I can see, made more plausible by my rejectionof individualism.
 The point that I emphasized in the paper is that first-person authoritativeknowledge does not give one special insight into the principles underlyingthe individuation of our thoughts. We typically know our current, consciousthoughts. We individuate them in the sense that we know what thoughts wethink. But we do not do so by knowing (much less by knowing in the way weknow our own occurrent thoughts) general principles and environmental factsthat conspire to make the thoughts what they are.
 There is, of course, a sense in which we cannot—using phenomenological,explicational, or inferential abilities—discriminate thoughts that we actuallyhave from thoughts that we might have had if the environment were relevantlydifferent. None of our abilities that do not already presuppose the exercise ofthe relevant actual thoughts suffice to discriminate for us those thoughts fromcounterfactual alternatives. We cannot discriminate by introspection the actualsituation from the various ‘twin’ counterfactual situations. I mean by this thatwe cannot use our authoritative self-knowledge to pick out some feature ofour actual thoughts that distinguishes them from the counterfactual thoughtsand that enables us (authoritatively) to give some ground for thinking that ourthoughts are not the counterfactual ones but the actual ones. Our authority is overour actual thoughts, not over some comparison between them and non-actualthoughts.
 But this state of affairs would undermine knowledge of our own thoughtsonly if our only means of identifying our own thoughts were to bring to bearphenomenological, explicational, or inferential abilities (specified independentlyof those thoughts) to distinguish them from every such alternative. Our self-knowledge would be undermined by the anti-individualist point of view onlyif we could know our actual thoughts only by being uniquely sensitive to theiruniquely distinguishing features.
 What reason is there to accept this condition on self-knowledge? I see noreason. And there are considerations to the contrary. It is extremely implausibleto think that our knowledge of our own thoughts always depends purely on suchabilities. We do not have to reason to the identity of our thoughts. We do notbase the relevant self-knowledge on phenomenological accessories, or indeedon any sort of recognition.
 This is not to say that we have an infallible access to our present con-scious mental events. It is just to say that we do not gain the knowledgeby exercising the sort of discursive abilities involved in discriminating ouractual thoughts from counterfactual alternatives. Nor do we exercise specialintrospective recognitional abilities. Explicating the nature of the ‘directness’involved in first-person knowledge is a complex problem. I intend to confront itelsewhere. But it is implausible, from the start and independently of any philo-sophical theory, to think that self-knowledge depends on our discriminating our
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 actual thoughts from all counterfactual alternatives that are compatible withthose of our powers of discrimination that are independent of those actualthoughts.
 I think that the analogous position does not even hold for the knowledgewe have of particular observable physical entities. We can know things aboutcertain observables without being able to discriminate them from all possibleduplicates (except by seeing them rather than their duplicates). That is, wecan have such knowledge even though if we were in a situation in which aduplicate were substituted for the object we actually observe, we could notdiscriminate the duplicate from the actual entity. I take it that the possibilitythat we could not discriminate such duplicates is entailed by the objectivityof perception, discussed in the last part of my paper. This objectivity hardlyundermines empirical knowledge.
 But the requirement that to know what thoughts we are thinking, we musthave the ability to discriminate our thoughts from those of a Doppelganger (insome way that does not presuppose the thinking of our actual thoughts) is, Ithink, even more implausible than this analogous position regarding perception.
 The idea that we can attempt to determine what our thoughts are from avantage point that is neutral as to which of various alternative thoughts weare thinking seems to me to be not only deeply implausible but incoherent. (Ibelieve it also incoherent to think that we always find out what our thoughtsare by purely empirical means—that is, in a way similar to the way we gainknowledge of our own and others’ thoughts through observation of our beha-vior. I cannot, however, argue either of these points here.) These points arerelated to the special character of first-person authoritative knowledge. I freelyconcede that these matters are complex and difficult. A deeper explication offirst-person authority is needed, and I shall have more to say about the matterelsewhere. But it seems clear from the outset that such an account must notrequire that one discriminate one’s actual thoughts from counterfactual alternat-ives, from a vantage point that is independent of what thoughts one is actuallythinking. One’s first-person standpoint is inseparable from the thoughts that oneactually thinks.
 II
 In the last section of ‘Cartesian Error and the Objectivity of Perception’, Igave a general argument against individualism about perceptual states. ProfessorMatthews raises some objections which he takes to undermine the argument. Ithink that these objections are off the mark. They fail to come to grips withthe argument as it was presented. I am glad to have the opportunity to make itsstrategy clearer.
 Matthews expounds the argument correctly. But I will repeat its premisesfor convenience: (i) Our perceptual experience represents or is about objects,
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 properties, and relations that are objective in a sense that entails the following:for any given person at any given time, there is no necessary function from allof that person’s abilities, actions, and presentations up to that time to the naturesof those entities that that person perceptually interacts with at that time (and iscapable of perceiving at that or some prior time). (ii) We have perceptual re-presentations (or perceptual states with contents) that specify particular objectivetypes of objects, properties, or relations as such—not merely in terms of theirrelation to the perceiver. (iii) Some perceptual types that specify objective typesof objects, properties, and relations as such, do so partly because of relations thathold between the perceiver (or at least members of the perceiver’s species) andinstances of those objective types. If there were no such relations, a perceiverwould lack at least some perceptual intentional types that he or she has.
 I provided an example that was supposed to illustrate how the argumentworked. A person might have seen instances of certain small shadows and thencome to misperceive a similarly sized crack as a shadow. In accord with the firstpremise, I stipulate that none of the person’s representations or abilities coulddiscriminate this particular crack from the sort of shadow that is visually repres-ented. I assumed in accord with the second premise that the person’s perceptualstate was to be specified as of a shadow. Then I considered a counterfactualsituation in which the person’s environment never involved shadows of the rel-evant sort in the etiology of the person’s (or his fellows’) perceptual states. Iimagined that the counterfactual environment has compensating, but different,optical and other laws that enable the perceiver’s physical dispositions to be justas adaptive in the counterfactual environment as they are in the actual envir-onment. I imagined that relevantly sized cracks were the source (by differentcausal processes than are common in the actual situation) of his and his fel-lows’ perceptual states. I stipulated that the person’s physical history, describedin isolation from the environment, was to be held constant between actual andcounterfactual situations. I concluded that whereas it is perfectly possible for theperson to have perceptual states as of the relevant shadows in the actual situ-ation, it is not possible for the person to have those same intentional perceptualstates in the counterfactual situation. In view of the symmetries that I built intothe thought experiment, a further view—unnecessary to the argument—seemedplausible. It seemed (and still seems) to me that the person would, and certainlycould, have perceptions as of cracks.
 Matthews concentrates on the example instead of the argument. He questionsthe supposition that the organism in the counterfactual environment perceivescracks as cracks. After considering an example other than the one I discussed,he concludes:
 Burge’s argument against individualism fails, I believe, not because he has seizedon an inappropriate example, but rather because his claim about what perceptualrepresentations represent fails to provide anything like a sufficient condition forindividuating an organism’s perceptual types. In particular, it fails to preclude thepossibility that an organism’s perceptual types may properly include more than a
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 single type of objective entity, so that an organism may represent entities of differentobjective types as instances of one and the same perceptual type. (p. 83)
 The idea is that in my example, cracks and shadows may be instances of oneand the same type of entity, and that the organism has perceptions as of thisentity alone, in both actual and counterfactual cases. So there is no differencein the organism’s intentional perceptual state between actual and counterfactualsituations.
 As criticism, these remarks come up short. In the first place, there is nodiscussion of the premises of my argument. There is no discussion of the reas-oning that leads from them to my conclusion. It is unclear to me what Matthewsquestions in the argument I actually gave.
 In the second place, my argument in no way depends on stating a sufficientcondition for individuating an organism’s perceptual types. I never attemptedto state a sufficient condition, and I think it a strength of the argument that itis independent of any such attempt. I stand by my example. But nothing in theargument depends on attributing any specific perceptual states to the organismin the counterfactual situation. All that is important is that it be plausible that thecounterfactual perceptual states are different from those in the actual situation.So the question about whether, in the illustration, the organism perceives cracksas cracks in the counterfactual situation is not directly relevant to the argument.
 The argument depends primarily on commitment to a certain necessary con-dition, stated in the third premise, and on a general conception of objectivity,stated in the first. According to the third premise, some intentional perceptualtypes that specify objective types of entities do so partly because of relationsbetween the perceiver, or members of the perceiver’s species, and instances ofthose objective types.
 There is no reliance on and no need for a sufficient condition here. Theonly claim I need and make is that, for some perceptual states, it is neces-sary that there be some interaction between the perceiver, or other membersof the species, and some objective entities in order for those perceptual statesto be typed in terms of those objective entities. In the illustrative example,the function of the premise is to prevent one from specifying the perceiver’scounterfactual perceptual types in terms of shadows. (Matthews seems to con-cede this: ‘Of course, there is no reason to suppose that in the counterfactualenvironment the organism perceives cracks as shadows. …’) More generally,the premise blocks attribution, in the counterfactual situation, of intentionalperceptual states that specify the objective entities which the perceiver’s actu-al perceptual states are about. In the counterfactual case, the necessary causalrelations are missing.
 These points shift the question from the counterfactual to the actual stageof the thought experiment. There remains Matthews’s charge that the argument‘fails to preclude the possibility that an organism’s perceptual types may properlyinclude more than a single type of objective entity, so that an organism may
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 represent entities of different objective types as instances of one and the sameperceptual type’. In the illustrative example, the perceiver might be thought toperceive both shadows and cracks as instances of the same more inclusive sortof objective entity.
 Now it is not my intention to preclude such a possibility. As far as I amconcerned, the possibility may obtain in every case to which my argumentwould apply. What I must preclude is that this possibility always excludes thepossibility that the perceiver also has different intentional perceptual states in theactual and counterfactual cases. So, in the illustrative example, it is importantthat if the organism lacks ‘shadow’ perceptions in the counterfactual case, itbe possible that it have them in the actual case. Whether the perceiver has inaddition other more inclusive perceptions that are common between actual andcounterfactual cases does not really matter.1
 How does my argument insure that the perceiver could have states in theactual situation which—by the third premise—it must lack in the counterfactualsituation? And how does it do this without giving sufficient conditions for havingparticular intentional perceptual states? The argument is not committed to anyparticular attribution of perceptual states. But the first premise about objectivitysets a boundary on attribution. It prevents one from always adjusting the accountof the organism’s perceptual states in the actual situation so as to fit what is(by the third premise) possible in the counterfactual case. I will explain in moredetail how this works.
 The first premise has two functions in the argument. One is to entail thatany series of perceptual effects on the body (and any series of non-intentionalphenomenological effects, assuming there are such) might have had an entirelydifferent series of objective entities as causal antecedents. This point is especiallyeasy to concede if one considers the possibility of different physical (including,but not restricted to, optical) laws. Thus the same bodily effects could havebeen occasioned by different sorts of sources. The alternative sources mighteven have been in the same positions as the objective entities that we actuallyperceive. This traditional point is entailed by the first premise.
 The second function of the first premise is to entail the possibility, in the actu-al situation, of a certain sort of misperception. As long as perception is objectivein our sense, the organism must be capable of a certain sort of misperception.This is a misperception where the organism is unable in the context—using allits bodily, perceptual, and cognitive capacities—to discriminate the thing as itperceives it from the thing as it actually is. Call this ‘fundamental misperception’.I think it clear that the possibility of such misperception is part of our assumptionthat our perception is objective.
 1 Similarly, it does not matter whether the organism has ‘crack’ perceptions in the counterfactualcase. In my view, it is intuitively clear that it could. If anything, this is more obvious than theperceptual attributions as of shadows in the actual case. But the main point is that the argumentdoes not depend on this aspect of the example. Indeed, it does not rest on the example at all.
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 Since fundamental misperception is possible, imagine that it is actual atsome time t for some organism. (We are assuming throughout, in accord withthe second premise, that the perceptual content, or perceptual state, specifiesobjective entities as such.) Then utilizing the first function of the first premise,imagine counterfactually that the same organism is bodily identical from anindividualistic point of view. But we vary the environmental antecedents ofall the organism’s perceptual states. Imagine that the organism never interactedin the appropriate way with the entities (relevant to the case) that it actuallyinteracts with in acquiring the perceptions it actually acquires. (But imaginethat it is reasonably well adapted to the environment anyway.) By the thirdpremise, it must lack the intentional perceptual states that it actually has: In thecounterfactual case, it fails to meet a necessary condition for having the sameperceptual content it has in the actual situation. This is because, counterfactually,the entities specified in the actual misperception are not only not present at t ;they are not present in the counterfactual ‘world’ at all. So they never interactedwith the organism or any member of the organism’s species. (We assume, ofcourse, that perceptual types and entities are chosen so as to meet the conditionof the third premise. We need not assume that the third premise holds for allperceptual types.) So whatever perceptual states the organism has in the counter-factual case, it cannot there undergo the same misperception at t that it actuallyundergoes.
 The appeal to the possibility of fundamental misperception in the argumentobviates the need to state sufficient conditions for having any particular percep-tual content. Whatever the sufficient conditions are, they must allow a looseenough fit between perceptions and the entities perceived, to allow for theobjectivity of perception—for fundamental misperception.
 The possibility of fundamental misperception precludes one from alwaysadjusting the account of the organism’s actual perceptions so as to make themveridical in both actual and counterfactual situations. One is precluded fromalways substituting for the perceptual states needed by the argument some inclus-ive objective perceptual states that are veridical and invariant between actual andcounterfactual situations. The argument forces one to begin with a non-veridicalperception. (It can force such a beginning on the mere assumption that funda-mental misperception is possible.) Then environmental conditions are varied,without varying the organism’s physical equipment. They are varied in waysthat go beyond the individual instance and that affect the normal patterns ofinteraction between organism and environment. The variations make it obvi-ous that the organism has not met a necessary condition, stated in the thirdpremise, for being in the original non-veridical perceptual states. In the coun-terfactual situation, that sort of error is not possible. So the perceptual statesdiffer.
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 Some arguments in philosophy rest on examples. Others rest primarily onmore general principles, utilizing examples in a more supplementary way. Stillothers appeal to the practices of a science. My earlier arguments againstindividualism were of the first type.2 The examples were primary. They wereseen as a source for the development of more general principles. The presentargument from visual perception is of the second type. It derives from moregeneral principles.
 But the example does play a supplementary role. And considerations of thethird type—the practice of science—are also relevant. The example I gaveaccords not only with common sense but with scientific practice.3 We do attributevisual representations of cracks or shadows, even where—in a given instance—the perceiver is fundamentally unable to discriminate the one from the other.
 2 I have in mind the argument in ‘Individualism and the Mental’, in Midwest Studies in Philo-sophy, Studies in Metaphysics, ed. Peter A. French et al. (Minneapolis: University of MinnesotaPress, 1979); and the argument in ‘Other Bodies’, in Andrew Woodfield (ed.), Thought and Object,(Oxford: Oxford University Press, 1982) (Chs. 5 and 4 in this volume).
 3 I discuss how and why the scientific study of vision attributes perceptual states of the relevantsort in ‘Individualism and Psychology’, The Philosophical Review, 95 (1986): 3–45 (Ch. 9 in thisvolume). I take it as fully in accord with common sense that someone could have fundamentalmisperceptions of the sort I used in the illustrative example.
 I shall not discuss all of Matthews’s examples. But I do want to remark on two. I am not deeplyconcerned exactly how to specify the perceptual states of frogs. I think that this is a complexempirical issue. If frogs have objective perceptions and are capable of fundamental misperceptions,then our argument will apply to them. I do think that in a laboratory some individual organisms (notnecessarily frogs) could be induced to have systematic misperceptions, in such a way that they nevercome in direct causal relation to the sorts of entities that their perceptions specify. The appeal toother members of the organism’s species in the third premise of my argument was partly motivatedby just such considerations. As noted, there are complex problems in specifying perceptual states ofparticular lower animal species (although I am not at all persuaded by the various attempts to showthat these problems are in principle beyond solution). It seems to me very plausible that a reasonabletheory for frogs will attribute fundamental mistakes in those cases where the frog gulps down BBs.It is clear that the frog has made some sort of mistake, assuming that it is attributed intentional statesat all. Whether it is a mistake of the frog’s visual system, or some higher-level mistake is, for me,an open question. In any case, the example of the BBs does not serve to vary the frog’s intentionalstates between normal and laboratory conditions. The frog has a constant intentional state that iscorrect in the wild and mistaken in the laboratory.
 In Matthews’s last section there is a misunderstanding of the twin-earth examples regardingwater. (Cf. ‘Other Bodies’, note 2 above.) Where water and some other visually similar substanceare exchanged between actual and counterfactual cases, it is no essential part of my view that theperceptual experiences of the protagonists are different. I take it that there is a perfectly goodsense in which water and twater (the other substance on Twin Earth) are perceptually identical forthe protagonists. So I can assume that the perceptual experiences in this case are invariant. Thedifferences that interest me, in such a case, are cognitive, not perceptual. (This allows for the viewthat although we see water, we do not have perceptual states that are distinctively as of water, asopposed to being as of some other relatively clear liquid. Perhaps this is controversial. The main pointis that my argument regarding water is independent of any controversy about perceptual states. Theargument centers on cognitive states.) The present argument against perceptual individualism is thusdifferent from the earlier argument against (conceptual) individualism that centers on natural kinds.
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 And scientific theories of vision make similar attributions. Neither the phe-nomenology of the visual image, nor the individual perceiver’s discriminativeabilities are decisive, in every case, in determining what perceptual state theperceiver is in. Thus it seems to me that the example I gave has some force initself, and can be overturned only by appeal to general considerations. But thegeneral considerations in favor of allowing such attributions—those set out inmy argument—are, in my view, even stronger than the force of example.
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 Recent years have seen in psychology—and overlapping parts of linguistics,artificial intelligence, and the social sciences—the development of some semb-lance of agreement about an approach to the empirical study of human activityand ability. The approach is broadly mentalistic in that it involves the attributionof states, processes, and events that are intentional, in the sense of ‘represent-ational’. Many of these events and states are unconscious and inaccessible tomere reflection. Computer jargon is prominent in labeling them. But they bearcomparison to thoughts, wants, memories, perceptions, plans, mental sets, andthe like—ordinarily so-called. Like ordinary propositional attitudes, some aredescribed by means of that-clauses and may be evaluated as true or false. Allare involved in a system by means of which a person knows, represents, andutilizes information about his or her surroundings.
 In the first part of this paper, I shall criticize some arguments that have beengiven for thinking that explanation in psychology is, and ought to be, purely‘individualistic’. In the second part of the paper, I shall discuss in some detail apowerful psychological theory that is not individualistic. The point of this latterdiscussion will be to illustrate a non-individualistic conception of explanatorykinds. In a third section, I shall offer a general argument against individualism,that centers on visual perception. What I have to say, throughout the paper, willbear on all parts of psychology that attribute intentional states. But I will makespecial reference to explanation in cognitive psychology.
 Individualism is a view about how kinds are correctly individuated, how theirnatures are fixed. We shall be concerned primarily with individualism about theindividuation of mental kinds. According to individualism about the mind, themental natures of all a person’s or animal’s mental states (and events) are suchthat there is no necessary or deep individuative relation between the individu-al’s being in states of those kinds and the nature of the individual’s physical orsocial environments.
 A version of this paper was given at the Sloan Conference at MIT in May 1984. I have benefitedfrom the commentaries by Ned Block, Fred Dretske, and Stephen Stich. I have also made use ofdiscussion with Jerry Fodor, David Israel, Bernie Kobes, and Neil Stillings; and I am grateful tothe editors of The Philosophical Review for several suggestions.

Page 237
                        

222 Individualism and Psychology
 This view owes its prominence to Descartes. It was embraced by Locke,Leibniz, and Hume. And it has recently found a home in the phenomenologicaltradition and in the doctrines of twentieth-century behaviorists, functionalists,and mind–brain identity theorists. There are various more specific versions of thedoctrine. A number of fundamental issues in traditional philosophy are shapedby them. In this paper, however, I shall concentrate on versions of the doctrinethat have been prominent in recent philosophy of psychology.
 Current individualistic views of intentional mental states and events havetended to take one of two forms. One form maintains that an individual’s beingin any given intentional state (or being the subject of such an event) can beexplicated by reference to states and events of the individual that are spe-cifiable without using intentional vocabulary and without presupposing anythingabout the individual subject’s social or physical environments. The explicationis supposed to specify—in non-intentional terms—stimulations, behavior, andinternal physical or functional states of the individual. The other form of indi-vidualism is implied by the first, but is weaker. It does not attempt to explicateanything. It simply makes a claim of supervenience: an individual’s intentionalstates and events (types and tokens) could not be different from what they are,given the individual’s physical, chemical, neural, or functional histories, wherethese histories are specified non-intentionally and in a way that is independentof physical or social conditions outside the individual’s body.
 In other papers I have argued that both forms of individualism are mistaken. Aperson’s intentional states and events could (counterfactually) vary, even as theindividual’s physical, functional (and perhaps phenomenological) history, spe-cified non-intentionally and individualistically, is held constant. I have offeredseveral arguments for this conclusion. Appreciating the strength of these argu-ments, and discerning the philosophical potential of a non-individualist view ofmind, depend heavily on reflecting on differences among these arguments. Theyboth reinforce one another and help map the topography of a positive position.
 For present purposes, however, I shall merely sketch a couple of the argu-ments to give their flavor. I shall not defend them or enter a variety of relevantqualifications. Consider a person A who thinks that aluminum is a light met-al used in sailboat masts, and a person B who believes that he or she hasarthritis in the thigh. We assume that A and B can pick out instances of alu-minum and arthritis (respectively) and know many familiar general facts aboutaluminum and arthritis. A is, however, ignorant of aluminum’s chemical struc-ture and micro-properties. B is ignorant of the fact that arthritis cannot occuroutside of joints. Now we can imagine counterfactual cases in which A andB’s bodies have their same histories considered in isolation of their physicalenvironments, but in which there are significant environmental differences fromthe actual situation. A’s counterfactual environment lacks aluminum and hasin its places a similar-looking light metal. B’s counterfactual environment issuch that no one has ever isolated arthritis as a specific disease, or syndrome ofdiseases. In these cases, A would lack ‘aluminum thoughts’ and B would lack
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 ‘arthritis thoughts’. Assuming natural developmental patterns, both would havedifferent thoughts. Thus these differences from the actual situation show up notonly in the protagonists’ relations to their environments, but also in their inten-tional mental states and events, ordinarily so-called. The arguments bring outvariations in obliquely (or intensionally) occurring expressions in literal mentalstate and event ascriptions, our primary means of identifying intentional mentalstates.1
 I believe that these arguments use literal descriptions of mental events, andare independent of conversational devices that may affect the form of an ascrip-tion without bearing on the nature of the mental event described. The sort ofargument that we have illustrated does not depend on special features of thenotions of arthritis or aluminum. Such arguments go through for observationaland theoretical notions, for percepts as well as concepts, for natural kind andnon-natural kind notions, for notions that are the special preserve of experts, andfor what are known in the psychological literature as ‘basic categories’. Indeed,I think that, at a minimum, relevantly similar arguments can be shown to gothrough with any notion that applies to public types of objects, properties, orevents that are typically known by empirical means.2
 I shall not elaborate or defend the arguments here. In what follows, I shallpresuppose that they are cogent. For my purposes, it will be enough if one bearsfirmly in mind their conclusion: mental states and events may in principle varywith variations in the environment, even as an individual’s physical (functional,phenomenological) history, specified non-intentionally and individualistically,remains constant.
 A common reaction to these conclusions, often unsupported by argument, hasbeen to concede their force, but to try to limit their effect. It is frequently heldthat they apply to commonsense attributions of attitudes, but have no applic-ation to analogous attributions in psychology. Non-individualistic aspects ofmentalistic attribution have been held to be uncongenial with the purposes andrequirements of psychological theory. Of course, there is a tradition of holdingthat ordinary intentional attributions are incapable of yielding any knowledgeat all. Others have held the more modest view that mentalistic attributions are
 1 ‘Individualism and the Mental,’ Midwest Studies of Philosophy, 4 (1979), 73–121; ‘Other Bod-ies’, in A. Woodfield (ed.), Thought and Object (Oxford: Oxford University Press, 1982); ‘TwoThought Experiments Reviewed’, Notre Dame Journal of Formal Logic, 23 (1982), 284–293;‘Cartesian Error and the Objectivity of Perception’, in MacDowell and P. Pettit (eds.), Subject,Thought, and Context (Oxford: Oxford University Press, 1986); ‘Intellectual Norms and Foundationsof Mind’, The Journal of Philosophy, 83 (1986), 697–720 (Chs. 5, 4, 6, 7, 10 in this volume). Thealuminum argument is adapted from an argument in Hilary Putnam, “The Meaning of ‘Meaning’ ”,in Philosophical Papers, ii (Cambridge: Cambridge University Press, 1975). What Putnam wrote inhis paper was, strictly, not even compatible with this argument. (Cf. the first two cited papers inthis note for discussion.) But the aluminum argument lies close to the surface of the argument hedoes give. The arthritis argument raises rather different issues, despite its parallel methodology.
 2 On basic categories, cf., e.g., E. Rosch, C. B. Mervis, W. Gray, O. Johnson, and P. Boyes-Graem, ‘Basic Objects in Natural Categories’, Cognitive Psychology, 8 (1976), 382–439. On thegeneral claim in the last sentence, cf. ‘Intellectual Norms’, and the latter portion of this paper.
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 capable of yielding only knowledge that could not in principle be systematizedin a theory.
 I shall not be able to discuss all of these lines of thought. In particular Ishall ignore generalized arguments that mentalistic ascriptions are deeply inde-terminate, or otherwise incapable of yielding knowledge. Our focus will be onarguments that purport to show that non-individualistic mentalistic ascriptionscannot play a systematic role in psychological explanation—because of the factthat they are not individualistic.
 There are indeed significant differences between theoretical discourse inpsychology and the mentalistic discourse of common sense. The most obvi-ous one is that the language of theoretical psychology requires refinementson ordinary discourse. It not only requires greater system and rigor, and araft of unconscious states and events that are not ordinarily attributed (thoughthey are, I think, ordinarily allowed for). It also must distill out descriptive-explanatory purposes of common attributions from uses that serve communic-ation at the expense of description and explanation. Making this distinctionis already common practice. Refinement for scientific purposes must, how-ever, be systematic and meticulous—though it need not eliminate all vague-ness. I think that there are no sound reasons to believe that such refinementcannot be effected through the development of psychological theory, or thateffecting it will fundamentally change the nature of ordinary mentalistic attri-butions.
 Differences between scientific and ordinary discourse survive even whenordinary discourse undergoes the refinements just mentioned. Although com-monsense discourse—both about macro-physical objects and about mentalevents—yields knowledge, I believe that the principles governing justificationfor such discourse differ from those that are invoked in systematic scientifictheorizing. So there is, prima facie, room for the view that psychology is orshould be fully individualistic—even though ordinary descriptions of mentalstates are not. Nevertheless, the arguments for this view that have been offereddo not seem to me cogent. Nor do I find the view independently persuasive.
 Before considering such arguments, I must articulate some further backgroundassumptions, this time about psychology itself. I shall be taking those parts ofpsychology that utilize mentalistic and information-processing discourse prettymuch as they are. I assume that they employ standard scientific methodology,that they have produced interesting empirical results, and that they contain morethan a smattering of genuine theory. I shall not prejudge what sort of sciencepsychology is, or how it relates to the natural sciences. I do, however, assumethat its cognitive claims and, more especially, its methods and presuppositionsare to be taken seriously as the best we now have in this area of inquiry. Ibelieve that there are no good reasons for thinking that the methods or findingsof this body of work are radically misguided.
 I shall not be assuming that psychology must continue to maintain touchwith commonsense discourse. I believe that such touch will almost surely be

Page 240
                        

Individualism and Psychology 225
 maintained. But I think that empirical disciplines must find their own wayaccording to standards that they set for themselves. Quasi-apriori strictures laiddown by philosophers count for little. So our reflections concern psychology asit is, not as it will be or must be.
 In taking psychology as it is, I am assuming that it seeks to refine, deepen,generalize, and systematize some of the statements of informed common senseabout people’s mental activity. It accepts, for example, that people see physicalobjects with certain shapes, textures, and hues, and in certain spatial relations,under certain specified conditions. And it attempts to explain in more depth whatpeople do when they see such things, and how their doing it is done. Psychologyaccepts that people remember events and truths, that they categorize objects, thatthey draw inferences, that they act on beliefs and preferences. And it attemptsto find deep regularities in these activities, to specify mechanisms that underliethem, and to provide systematic accounts of how these activities relate to oneanother. In describing and, at least partly, in explaining these activities andabilities, psychology makes use of interpreted that-clauses and other intensionalconstructions—or what we might loosely call ‘intentional content’.3 I have seenno sound reason to believe that this use is merely heuristic, instrumentalistic, orsecond class in any other sense.
 I assume that intentional content has internal structure—something like gram-matical or logical structure—and that the parts of this structure are individuatedfinely enough to correspond to certain individual abilities, procedures, or per-spectives. Since various abilities, procedures, or perspectives may be associatedwith any given event, object, property, or relation, intentional content must beindividuated more finely than the entities in the world with which the individualinteracts. We must allow different ways (even, I think, different primitive ways)for the individual to conceive of, or represent any given entity. This assumptionabout the fine-grainedness of content in psychology will play no explicit rolein what follows. I note it here to indicate that my scepticism about individu-alism as an interpretation of psychology does not stem from a conception ofcontent about which it is already clear that it does not play a dominant role inpsychology.4
 3 Our talk of intentional ‘content’ will be ontologically colorless. It can be converted to talk abouthow that-clauses (or their components) are interpreted and differentiated—taken as equivalent ornon-equivalent—for the cognitive purposes of psychology. Not all intentional states or structuresthat are attributed in psychology are explicitly propositional. My views in this paper apply tointentional states generally.
 4 Certain approaches to intensional logic featuring either ‘direct reference’ or some analogybetween the attitudes and necessity have urged that this practice of fine-structuring attitudinal contentbe revised. I think that for purely philosophical reasons these approaches cannot account for theattitudes. For example, they do little to illumine the numerous variations on Frege’s ‘paradox ofidentity’. They seem to have even less to recommend them as prescriptions for the language ofpsychology. Some defenses of individualism have taken these approaches to propositional contentto constitute the opposition to individualism. I think that these approaches are not serious contendersas accounts of propositional attitudes and thus should be left out of the discussion.
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 Finally, I shall assume that individualism is prima facie wrong about psy-chology, including cognitive psychology. Since the relevant parts of psychologyfrequently use attributions of intentional states that are subject to our thoughtexperiments, the language actually used in psychology is not purely individu-alistic. That is, the generalizations with counterfactual force that appear inpsychological theories, given their standard interpretations, are not all indi-vidualistic. For ordinary understanding of the truth conditions, or individuationconditions, of the relevant attributions suffices to verify the thought experi-ments. Moreover, there is at present no well-explained, well-understood, muchless well-tested, individualistic language—or individualistic reinterpretation ofthe linguistic forms currently in use in psychology—that could serve assurrogate.
 Thus individualism as applied to psychology must be revisionistic. It mustbe revisionistic at least about the language of psychological theory. I shall bedeveloping the view that it is also revisionistic, without good reason, about theunderlying presuppositions of the science. To justify itself, individualism mustfulfill two tasks. It must show that the language of psychology should be revisedby demonstrating that the presuppositions of the science are or should be purelyindividualistic. And it must explain a new individualistic language (attributingwhat is sometimes called ‘narrow content’) that captures genuine theoreticalcommitments of the science.
 These tasks are independent. If the second were accomplished, but the firstremained unaccomplishable, individualism would be wrong; but it would haveengendered a new level of explanation. For reasons I will mention later, I amskeptical about such wholesale supplementation of current theory. But psycho-logy is not a monolith. Different explanatory tasks and types of explanationcoexist within it. In questioning the view that psychology is individualistic,I am not thereby doubting whether there are some sub-parts of psychologythat conform to the strictures of individualism. I am doubting whether all ofpsychology as it is currently practiced is or should be individualistic. ThusI shall concentrate on attempts to fulfill the first of the two tasks that facesomeone bent on revising psychology along individualistic lines. So much forpreliminaries.
 I
 We begin by discussing a general argument against non-individualistic accounts.It goes as follows. The behavior of the physiologically and functionally iden-tical protagonists in our thought experiments is identical. But psychology is thescience (only) of behavior. Since the behavior of the protagonists is the same,a science of behavior should give the same explanations and descriptions ofthe two cases (by some Ockhamesque principle of parsimony). So there is no
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 room in the discipline for explaining their behavior in terms of different mentalstates.5
 The two initial premises are problematic. To begin with the first: it is notto be assumed that the protagonists are behaviorally identical in the thoughtexperiments. I believe that the only clear, general interpretation of ‘behavior’that is available and that would verify the first premise is ‘bodily motion’. Butthis construal has almost no relevance to psychology as it is actually prac-ticed. ‘Behavior’ has become a catch-all term in psychology for observableactivity on whose description and character psychologists can reach quick ‘pre-theoretical’ agreement. Apart from methodological bias, it is just not true thatall descriptions that would count as ‘behavioral’ in cognitive (social, develop-mental) psychology would apply to both the protagonists. Much behavior isintentional action; many action specifications are non-individualistic. Thoughtexperiments relevantly similar to those which we have already developed willapply to them.
 For example, much ‘behavioral’ evidence in psychology is drawn from whatpeople say or how they answer questions. Subjects’ utterances (and the questionsasked them) must be taken to be interpreted in order to be of any use in the exper-iments; and it is often assumed that theories may be checked by experimentscarried out in different languages. Since the protagonists’ sayings in the thoughtexperiments are different, even in non-transparent or oblique occurrences, it isprima facie mistaken to count the protagonists ‘behaviorally’ identical. Manyattributions of non-verbal behavior are also intentional and non-individualistic,or even relational: she picked up the apple, pointed to the square block, trackedthe moving ball, smiled at the familiar face, took the money instead of therisk. These attributions can be elaborated to produce non-individualist thoughtexperiments. The general point is that many relevant specifications of behaviorin psychology are intentional, or relational, or both. The thought experimentsindicate that these specifications ground non-individualist mental attributions. Anargument for individualism cannot reasonably assume that these specificationsare individualistic or ought to be.
 Of course, there are non-individualistic specifications of behavior that areunsuitable for any scientific enterprise (‘my friend’s favorite bodily movement’).But most of these do not even appear to occur in psychology. The problemof providing reasonable specifications of behavior cannot be solved from anarmchair. Sanitizing the notion of behavior to meet some antecedently heldmethodological principle is an old game, never won. One must look at whatpsychology actually takes as ‘behavioral’ evidence. It is the responsibility of
 5 Stephen Stich, From Folk Psychology to Cognitive Science (Cambridge, Mass.: MIT Press,1983), ch. 8. Although I shall not discuss the unformulated Ockhamesque principle, I am skepticalof it. Apart from question-begging assumptions, it seems to me quite unclear why a science shouldbe required to explain two instances of the same phenomenon in the same way, particularly if thesurrounding conditions that led to the instances differ.

Page 243
                        

228 Individualism and Psychology
 the argument to show that non-individualistic notions have no place in psy-chology. Insofar as the argument assumes that intentional, non-individualisticspecifications of behavior are illegitimate, it either ignores obvious aspects ofpsychological practice or begs the question at issue.
 The second step of the argument also limps. One cannot assume withoutserious discussion that psychology is correctly characterized as a science (only)of behavior. This is, of course, particularly so if behavior is construed in arestrictive way. But even disregarding how behavior is construed, the premiseis doubtful. One reason is that it is hardly to be assumed that a putative scienceis to be characterized in terms of its evidence as opposed to its subject matter.Of course, the subject matter is to some extent under dispute. But cognitivepsychology appears to be about certain molar abilities and activities some ofwhich are propositional attitudes. Since the propositional attitudes attributed donot seem to be fully individuable in individualistic terms, we need a directargument that cognitive psychology is not a science of what it appears to be ascience of.
 A second reason for doubting the premise is that psychology seems to bepartly about relations between people, or animals, and their environment. Itis hard to see how to provide a natural description of a theory of vision, forexample, as a science of behavior. The point of the theory is to figure out howpeople do what they obviously succeed in doing—how they see objects in theirenvironment. We are trying to explain relations between a subject and a physicalworld that we take ourselves to know something about. Theories of memory,of certain sorts of learning, of linguistic understanding, of belief formation, ofcategorization, do the same. It is certainly not obvious that these references torelations between subject and environment are somehow inessential to (all partsof) psychological theory. They seem, in fact, to be a large part of the pointof such theory. In my view, these relations help motivate non-individualisticprinciples of individuation (cf. Section II). In sum, I think that the argument wehave so far considered begs significant questions at almost every step.
 There is a kindred argument worth considering: the determinants of behaviorsupervene on states of the brain. (If one is a materialist, one might take thisto be a triviality: ‘brain states supervene on brain states.’) So if propositionalattitudes are to be treated as among the determinants of behavior, they mustbe taken to supervene on brain states. The alternative is to take propositionalattitudes as behaviorally irrelevant.6
 6 I have not been able to find a fully explicit statement of this argument in published work. Itseems to inform some passages of Jerry Fodor’s ‘Methodological Solipsism Considered as a ResearchStrategy in Cognitive Psychology’, in Representations (Cambridge, Mass.: MIT Press, 1981), e.g.228–232. It lies closer to the surface in much work influenced by Fodor’s paper. Cf., e.g., ColinMcGinn, ‘The Structure of Content’, in A. Woodfield (ed.), Thought and Object (Oxford: OxfordUniversity Press, 1982), 207–216. Many who like McGinn concede the force of the argumentsagainst individualism utilize something like this argument to maintain that individualistic ‘aspects’of intentional states are all that are relevant to psychological explanation.
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 This argument can, I think, be turned on its head. Since propositional attitudesare among the determinants of our ‘behavior’ (where this expression is as open-ended as ever), and since propositional attitudes do not supervene on our brainstates, not all determinants of our ‘behavior’ supervene on our brain states. Iwant to make three points against the original argument, two metaphysical andone epistemic or methodological. Metaphysics first.
 The ontological stakes that ride on the supervenience doctrine are far lesssubstantial than one might think. It is simply not a ‘trivial consequence’ ofmaterialism about mental states and events that the determinants of our behaviorsupervene on the states of our brains. This is because what supervenes on whathas at least as much to do with how the relevant entities are individuated as withwhat they are made of. If a mental event m is individuated partly by referenceto normal conditions outside a person’s body, then, regardless of whether m hasmaterial composition, m might vary even as the body remains the same.
 Since intentional phenomena form such a large special case, it is probablymisleading to seek analogies from other domains to illustrate the point. Toloosen up the imagination, however, consider the Battle of Hastings. Supposethat we preserve every human body, every piece of turf, every weapon, everyphysical structure, and all the physical interactions among them, from the firstconfrontation to the last death or withdrawal on the day of the battle. Supposethat, counterfactually, we imagine all these physical events and props placedin California (perhaps at the same time in 1066). Suppose that the physicalactivity is artificially induced by brilliant scientists transported to earth by Mar-tian film producers. The distal causes of the battle have nothing to do withthe causes of the Battle of Hastings. I think it plausible (and certainly coher-ent) to say that in such circumstances, not the Battle of Hastings, but onlya physical facsimile would have taken place. I think that even if the loca-tion in Hastings were maintained, sufficiently different counterfactual causalantecedents would suffice to vary the identity of the battle. The battle is indi-viduated partly in terms of its causes. Though the battle does not supervene onits physical constituents, we have little hesitation about counting it a physicalevent.
 Our individuation of historical battles is probably wrapped up with intention-al states of the participants. The point can also be made by reference to casesthat are clearly independent of intentional considerations. Consider the emer-gence of North America from the ocean. Suppose that we delimit what countas constituent (say, micro-) physical events of this larger event. It seems thatif the surrounding physical conditions and laws are artfully enough contrived,we can counterfactually conceive these same constituent events (or the con-stituent physical objects’ undergoing physically identical changes in the sameplaces) in such a way that they are embedded in a much larger land mass,so that the physical constituents of North America do not make up any sali-ent part of this larger mass. The emergence of North America would not haveoccurred in such a case, even though its ‘constituent’ physical events were,
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 in isolation, physically identical with the actual events. We individuate theemergence of continents or other land masses in such a way that they are notsupervenient on their physical constituents. But such events are nonethelessphysical.
 In fact, I think that materialism does not provide reasonable restrictionson theories of the role of mentalistic attributions in psychology. The relationof physical composition presently plays no significant role in any establishedscientific theory of mental events, or of their relations to brain events. Therestrictions that physiological considerations place on psychological theorizing,though substantial, are weaker than those of any of the articulated material-isms, even the weak compositional variety I am alluding to. My point is justthat rejecting individualistic supervenience does not entail rejecting a mater-ialistic standpoint. So materialism per se does nothing to support individual-ism.7
 The second ‘metaphysical’ point concerns causation. The argument we areconsidering in effect simply assumes that propositional attitudes (type and token)supervene on physico-chemical events in the body. But many philosophersappear to think that this assumption is rendered obvious by bland observationsabout the etiology of mental events and behavior. It is plausible that eventsin the external world causally affect the mental events of a subject only byaffecting the subject’s bodily surfaces; and that nothing (not excluding mentalevents) causally affects behavior except by affecting (causing or being a causalantecedent of causes of) local states of the subject’s body. One might reasonthat in the anti-individualistic thought experiments these principles are violatedinsofar as events in the environment are alleged to differentially ‘affect’ a per-son’s mental events and behavior without differentially ‘affecting’ his or herbody: only if mental events (and states) supervene on the individual’s body canthe causal principles be maintained.
 The reasoning is confused. The confusion is abetted by careless use of theterm ‘affect’, conflating causation with individuation. Variations in the environ-ment that do not vary the impacts that causally ‘affect’ the subject’s body may‘affect’ the individuation of the information that the subject is receiving, of theintentional processes he or she is undergoing, or of the way the subject is acting.
 7 In ‘Individualism and the Mental’, 109–113 (and Ch. 5 above), I argue that token identitytheories are rendered implausible by the non-individualistic thought experiments. But token identitytheories are not the last bastion for materialist defense policy. Composition is what is crucial.
 It is coherent, but I think mistaken, to hold that propositional-attitude attributions non-rigidlypick out physical events: so the propositional attributions vary between the actual and counter-factual protagonists in the thought experiments, though the ontology of mental event tokens remainsidentical. This view is compatible with most of my opposition to individualism. But I think thatthere is no good reason to believe the very implausible thesis that mental events are not individuated(‘essentially’ or ‘basically’) in terms of the relevant propositional-attitude attributions. (Cf. ibid.)So I reject the view that the same mental events (types or tokens) are picked out under differentdescriptions in the thought experiments. These considerations stand behind my recommending, tothe convinced materialist, composition rather than identity as a paradigm. (I remain unconvinced.)
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 It does not follow that the environment causally affects the subject in any waythat circumvents its having effects on the subject’s body.
 Once the conflation is avoided, it becomes clear that there is no simpleargument from the causal principles just enunciated to individualism. Theexample from geology provides a useful countermodel. It shows that one canaccept the causal principles and thereby experience no bewilderment whatsoeverin rejecting individualism. A continent moves and is moved by local impactsfrom rocks, waves, molecules. Yet we can conceive of holding constant thecontinent’s peripheral impacts and chemically constituent events and objects,without holding identical the continent or certain of its macro-changes—becausethe continent’s spatial relations to other land masses affect the way we individu-ate it. Or take an example from biology. Let us accept the plausible principle thatnothing causally affects breathing except as it causally affects local states of thelungs. It does not follow, and indeed is not true, that we individuate lungs andthe various sub-events of respiration in such a way as to treat those objects andevents as supervenient on the chemically described objects and events that com-pose them. If the same chemical process (same from the surfaces of the lungsinside, and back to the surfaces) were embedded in a different sort of body andhad an entirely different function (say, digestive, immunological, or regulat-ory), we would not be dealing with the same biological states and events. Localcausation does not make more plausible local individuation, or individualisticsupervenience.
 The intended analogy to mental events should be evident. We may agreethat a person’s mental events and behavior are causally affected by the person’senvironment only through local causal effects on the person’s body. Withoutthe slightest conceptual discomfort we may individuate mental events so asto allow distinct events (types or tokens) with indistinguishable chemistries, oreven physiologies, for the subject’s body. Information from and about the envir-onment is transmitted only through proximal stimulations, but the informationis individuated partly by reference to the nature of normal distal stimuli. Caus-ation is local. Individuation may presuppose facts about the specific nature of asubject’s environment.
 Where intentional psychological explanation is itself causal, it may well pre-suppose that the causal transactions to which its generalizations apply bear somenecessary relation to some underlying physical transactions (or other). Without aset of physical transactions, none of the intentional transactions would transpire.But it does not follow that the kinds invoked in explaining causal interactionsamong intentional states (or between physical states and intentional states—forexample, in vision or in action) supervene on the underlying physiological trans-actions. The same physical transactions in a given person may in principlemediate, or underlie, transactions involving different intentional states—if theenvironmental features that enter into the individuation of the intentional statesand that are critical in the explanatory generalizations that invoke those statesvary in appropriate ways.
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 Let us turn to our epistemic point. The view that propositional attitudeshelp determine behavior is well entrenched in common judgments and in theexplanatory practices of psychology. Our arguments that a subject’s propositionalattitudes are not fixed purely by his or her brain states are based on widely sharedjudgments regarding particular cases that in relevant respects bring out familiarelements in our actual psychological and common sense practices of attitudeattribution. By contrast, the claim that none of an individual’s propositional atti-tudes (or determinants of his behavior) could have been different unless someof his brain states were different is a metaphysical conjecture. It is a modalgeneralization that is not grounded in judgments about particular cases, or (sofar) in careful interpretation of the actual explanatory and descriptive practicesof psychology. Metaphysical ideology should either conform to and illuminateintellectual praxis, or produce strong reasons for revising it.
 What we know about supervenience must be derived, partly, from what weknow about individuation. What we know about individuation is derived fromreflecting on explanations and descriptions of going cognitive practices. Indi-viduative methods are bound up with the explanatory and descriptive needsof such practices. Thus justified judgments about what supervenes on whatare derivative from reflection on the nature of explanation and description inpsychological discourse and common attitude attributions. I think that such judg-ments cannot be reasonably invoked to restrict such discourse. It seems to metherefore that, apart from further argument, the individualistic superveniencethesis provides no reason for requiring (pan-) individualism in psychology.In fact, the argument from individualistic supervenience begs the question.It presupposes rather than establishes that individuation—hence explanationand description —in psychology should be fully individualistic. It is simplythe wrong sort of consideration to invoke in a dispute about explanation anddescription.
 This remark is, I think, quite general. Not just questions of supervenience,but questions of ontology, reduction, and causation generally, are epistemicallyposterior to questions about the success of explanatory and descriptive practices.8
 One cannot reasonably criticize a purported explanatory or descriptive practiceprimarily by appeal to some prior conception of what a ‘good entity’ is, or ofwhat individuation or reference should be like, or of what the overall structureof science (or knowledge) should turn out to look like. Questions of what exists,
 8 The points about ontology and reference go back to Frege, Foundations of Arithmetic, trans.J. L. Austin (Evanston, Ill: Northwestern University Press, 1968). The point about reduction isrelatively obvious, though a few philosophers have urged conceptions of the unity of science ina relatively aprioristic spirit. At least as applied to ontology, the point is also basic to Quine’spragmatism. There are, however, strands in Quine’s work and in the work of most of his followersthat seem to me to let a preoccupation with physicalism get in the way of the Fregean (and Quinean)pragmatic insight. It is simply an illusion to think that metaphysical or even epistemic preconceptionsprovide a standard for judging the ontologies or explanatory efforts of particular sciences, deductiveor inductive.
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 how things are individuated, and what reduces to what, are questions that ariseby reference to going explanatory and descriptive practices. By themselves,proposed answers to these questions cannot be used to criticize an otherwisesuccessful mode of explanation and description.9
 Of course, one might purport to base the individualist supervenience principleon what we know about good explanation. Perhaps one might hope to arguefrom inference to the best explanation concerning the relations of higher-levelto more basic theories in the natural sciences that the entities postulated bypsychology should supervene on those of physiology. Or perhaps one mighttry to draw analogies between non-individualistic theories in psychology andpast, unsuccessful theories. These two strategies might meet our methodologicalstrictures on answering the question of whether non-individualistic explanationsare viable in a way that an unalloyed appeal to a supervenience principle doesnot. But philosophical invocations of inference to the best explanation tend toconceal wild leaps supported primarily by ideology. Such considerations mustbe spelled out into arguments. So far they do not seem very promising.
 Take the first strategy. Inductions from the natural sciences to the humansciences are problematic from the start. The problems of the two sorts ofsciences look very different, in a multitude of ways. One can, of course, reas-onably try to exploit analogies in a pragmatic spirit. But the fact that somegiven analogy does not hold hardly counts against an otherwise viable modeof explanation. Moreover, there are non-individualistic modes of explanationeven in the natural sciences. Geology, physiology, and other parts of biologyappeal to entities that are not supervenient on their underlying physical makeup.Kind notions in these sciences (plates, organs, species) presuppose individuativemethods that make essential reference to the environment surrounding instancesof those kinds.
 The second strategy seems even less promising. As it stands, it is afflic-ted with a bad case of vagueness. Some authors have suggested similaritiesbetween vitalism in biology, or action-at-a-distance theories in physics, and non-individualist theories in psychology. The analogies are tenuous. Unlike vitalism,non-individualist psychology does not ipso facto appeal to a new sort of force.Unlike action-at-a-distance theories, it does not appeal to action at a distance.It is true that aspects of the environment that do not differentially affect thephysical movement of the protagonists in the thought experiments do differ-entially affect the explanations and descriptions. This is not, however, because
 9 Even more generally, I think that epistemic power in philosophy derives largely from reflec-tions on particular implementations of successful cognitive practices. By a cognitive practice, Imean a cognitive enterprise that is stable, that conforms to standard conditions of intersubjectivecheckability, and that incorporates a substantial core of agreement among its practitioners. Revision-istic philosophical hypotheses must not, of course, be rejected out of hand. Sometimes, but rarelynowadays, such hypotheses influence cognitive practices by expanding theoretical imagination so asto lead to new discoveries. The changed practice may vindicate the philosophical hypothesis. Butthe hypothesis waits on such vindication.
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 some special causal relation is postulated, but rather because environmentaldifferences affect what kinds of laws obtain, and the way causes and effects areindividuated.
 Let us now consider a further type of objection to applying the thoughtexperiments to psychology. Since the actual and counterfactual protagonists areso impressively similar in so many psychologically relevant ways, can a theor-etical language that cuts across these similarities be empirically adequate? Thephysiological and non-intensional ‘behavioral’ similarities between the prot-agonists seem to demand similarity of explanation. In its stronger form thisobjection purports to indicate that non-individualistic mentalistic language hasno place in psychology. In its weaker form it attempts to motivate a new the-oretical language that attributes intensional content, yet is individualistic. Onlythe stronger form would establish individualism in psychology. I shall considerit first.
 The objection is that the similarities between the protagonists render implaus-ible any theory that treats them differently. This objection is vague or enthymem-ic. Filling it out tends to lead one back toward the arguments that we have alreadyrejected. On any view, there are several means available (neurophysiology, partsof psychology) for explaining in similar fashion those similarities that are pos-tulated between protagonists in the thought experiments. The argument is noteven of the right form to produce a reason for thinking that the differencesbetween the protagonists should not be reflected somewhere in psychologicaltheory—precisely the point at issue.
 The objection is often coupled with the remark that non-individualistic explan-ations would make the parallels between the behavior of the protagonists in thethought experiments ‘miraculous’: explaining the same behavioral phenomena asresulting from different propositional attitudes would be to invoke a ‘miracle’.The rhetoric about miracles can be deflated by noting that the protagonists’‘behavior’ is not straightforwardly identical, that non-individualistic explana-tions postulate no special forces, and that there are physical differences in theprotagonists’ environments that help motivate describing and explaining theiractivity, at least at one level, in different ways.
 The rhetoric about miracles borders on a fundamental misunderstanding ofthe status of the non-individualistic thought experiments, and of the relationbetween philosophy and psychology. There is, of course, considerable empiricalimplausibility, which we might with some exaggeration call ‘miraculousness’,in two persons’ having identical individualistic physical histories but differentthoughts. Most of this implausibility is an artifact of the two-person version ofthe thought experiments—a feature that is quite inessential. (One may take asingle person in two counterfactual circumstances.) This point raises a caution.It is important not to think of the thought experiments as if they were describingactual empirical cases. Let me articulate this remark.
 The kinds of a theory, and its principles of individuation, evolve in responseto the world as it actually is found to be. Our notions of similarity result
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 from attempts to explain actual cases. They are not necessarily responsive topreconceived philosophical ideals.10 The kind terms of propositional attitudediscourse are responsive to broad, stable similarities in the actual environmentthat agents are taken to respond to, operate on, and represent. If theory had beenfrequently confronted with physically similar agents in different environments,it might have evolved different kind terms. But we are so far from being con-fronted by even rough approximations to global physical similarities betweenagents that there is little plausibility in imposing individual physical similarityby itself as an ideal sufficient condition for sameness of kind terms through-out psychology. Moreover, I think that local physical similarities between thepsychologically relevant activities of agents are so frequently intertwined withenvironmental constancies that a psychological theory that insisted on entirelyabstracting from the nature of the environment in choosing its kind terms wouldbe empirically emasculate.
 The correct use of counterfactuals in the thought experiments is to explorethe scope and limits of the kind notions that have been antecedently developedin attempts to explain actual empirical cases. In counterfactual reasoning weassume an understanding of what our language expresses and explore its applica-tion conditions through considering non-actual applications. The counterfactualsin the philosophical thought experiments illumine individuative and theoreticalprinciples to which we are already committed.
 The empirical implausibility of the thought experiments is irrelevant to theirphilosophical point—which concerns possibility, not plausibility. Unlikely butlimiting cases are sometimes needed to clarify the modal status of presupposi-tions that govern more mundane examples. Conversely, the highly counterfactualcases are largely irrelevant to evaluating an empirical theory—except in cases(not at issue here) where they present empirical possibilities that a theory countsimpossible. To invoke a general philosophical principle, like the supervenienceprinciple, or to insist in the face of the thought experiments that only certainsorts of similarity can be relevant to psychology—without criticizing psycho-logical theory on empirical grounds or showing how the kind notions exhibitedby the thought experiments are empirically inadequate—is either to treat coun-terfactual circumstances as if they were actual, or to fall into apriorism aboutempirical science.
 Let us turn to the weaker form of the worry that we have been consider-ing. The worry purports to motivate a new individualistic language of attitudeattribution. As I have noted, accepting such a language is consistent with reject-ing (pan-) individualism in psychology. There are a variety of levels or kindsof explanation in psychology. Adding another will not alter the issues at stakehere. But let us pursue the matter briefly.
 10 For an interesting elaboration of this theme in an experimental context, see Amos Tversky,‘Features of Similarity’, Psychological Review, 84 (1977), 327–352. Cf. also Rosch et al., “BasicObjects”.
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 There are in psychology levels of individualistic description above thephysiological but below the attitudinal that play a role in systematic explan-ations. Formalistically described computational processes are appealed to in theattempt to specify an algorithm by which a person’s propositional informationis processed. I think that the protagonists in our thought experiments might,for some purposes, be said to go through identical algorithms formalisticallydescribed. Different information is processed in the ‘same’ ways, at least atthis formal level of description. But then might we not want a whole level ofdescription, between the formal algorithm and ordinary propositional attitudeascription, that counts ‘information’ everywhere the same between protagonistsin the thought experiments? This is a difficult and complex question, which Ishall not attempt to answer here. I do, however, want to mention grounds forcaution about supplementing psychology wholesale.
 In the first place, the motivation for demanding the relevant additions topsychological theory is empirically weak. In recent philosophical literature, themotivation rests largely on intuitions about Cartesian demons or brains in vats,whose relevance and even coherence have been repeatedly challenged; on pre-conceptions about the supervenience of the mental on the neural that have nogeneralized scientific warrant; on misapplications of ordinary observations aboutcausation; and on a sketchy and unclear conception of behavior unsupported byscientific practice.11 Of course, one may reasonably investigate any hypothesison no more than an intuitively based hunch. What is questionable is the viewthat there are currently strong philosophical or scientific grounds for institutinga new type of individualistic explanation.
 In the second place, it is easy to underestimate what is involved in creatinga relevant individualistic language that would be of genuine use in psychology.Explications of such language have so far been pretty make-shift. It does notsuffice to sketch a semantics that says in effect that a sentence comes out true inall worlds that chemically identical protagonists in relevant thought experimentscannot distinguish. Such an explication gives no clear rules for the use of the lan-guage, much less a demonstration that it can do distinctive work in psychology.Moreover, explication of the individualistic language (or language component)only for the special case in which the language-user’s physiological or (indi-vidualistically specified) functional states are held constant, is psychologicallyuseless since no two people are ever actually identical in their physical states.
 To fashion an individualist language it will not do to limit its referenceto objective properties accessible to perception. For our language for attributing
 11 The most careful and plausible of several papers advocating a new language of individualistexplanation is Stephen White, ‘Partial Character and the Language of Thought’, Pacific PhilosophicalQuarterly, 63 (1982), 347–365. It seems to me, however, that many of the problems mentioned inthe text here and below, beset this advocacy. Moreover, the positive tasks set for the new languageare already performed by the actual non-individualist language of psychology. The brain-in-vatintuitions raise very complex issues that I cannot pursue here. I discuss them further in ‘CartesianError and the Objectivity of Perception’ (Ch. 7 above).
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 notions of perceptually accessible physical properties is not individualistic. Moregenerally, as I have argued elsewhere, any attitudes that contain notions forphysical objects, events and properties are non-individualistic.12 The assump-tions about objective representation needed to generate the argument are veryminimal. I think it questionable whether there is a coherent conception of object-ive representation that can support an individualistic language of intentionalattitude attribution. Advocates of such a language must either explain such aconception in depth, or attribute intentional states that lack objective physicalreference.
 II
 I have been criticizing arguments for revising the language of psychology toaccord with individualism. I have not tried to argue for non-individualistic psy-chological theories from a standpoint outside of psychology. The heart of mycase is the observation that psychological theories, taken literally, are not purelyindividualistic, that there are no strong reasons for taking them non-literally, andthat we currently have no superior standpoint for judging how psychology oughtto be done than that of seeing how it is done. One can, of course, seek deeperunderstanding of non-individualistic aspects of psychological theory. Develop-ment of such understanding is a multi-faceted task. Here I shall develop onlypoints that are crucial to my thesis, illustrating them in some detail by referenceto one theory.
 Ascription of intentional states and events in psychology constitutes a typeof individuation and explanation that carries presuppositions about the specificnature of the person’s or animal’s surrounding environment. Moreover, statesand events are individuated so as to set the terms for specific evaluations of themfor truth or other types of success. We can judge directly whether conative statesare practically successful and cognitive states are veridical. For example, bycharacterizing a subject as visually representing an X, and specifying whether thevisual state appropriately derives from an X in the particular case, we can judgewhether the subject’s state is veridical. Theories of vision, of belief formation, ofmemory, learning, decision making, categorization, and perhaps even reasoningall attribute states that are subject to practical and semantical evaluation byreference to standards partly set by a wider environment.
 Psychological theories are not themselves evaluative theories. But they oftenindividuate phenomena so as to make evaluation readily accessible because theyare partly motivated by such judgments. Thus we judge that in certain delimitablecontexts people get what they want, know what is the case, and perceive whatis there. And we try to frame explanations that account for these successes, and
 12 See esp. ‘Intellectual Norms and Foundations of Mind’, but also ‘Individualism and the Men-tal’, 81–82 (Chs. 10 and 5 in this volume).
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 correlative failures, in such a way as to illumine as specifically as possible themechanisms that underlie and make true our evaluations.
 I want to illustrate and develop these points by considering at some lengtha theory of vision. I choose this example primarily because it is a very advancedand impressive theory, and admits to being treated in some depth. Its information-processing approach is congenial with mainstream work in cognitive psychology.Some of its intentional aspects are well understood—and indeed are sometimesconceptually and mathematically far ahead of its formal (or syntactical) andphysiological aspects. Thus the theory provides an example of a mentalistictheory with solid achievements to its credit.
 The theory of vision maintains a pivotal position in psychology. Since per-ceptual processes provide the input for many higher cognitive processes, it isreasonable to think that if the theory of vision treats intentional states non-individualistically, other central parts of cognitive psychology will do likewise.Information processed by more central capacities depends, to a large extent, onvisual information.
 Certain special aspects of the vision example must be noted at the out-set. The arguments that I have previously published against individualism (cf.note 1) have centered on ‘higher’ mental capacities, some of which essen-tially involve the use of language. This focus was motivated by an interestin the relation between thought and linguistic meaning and in certain sorts ofintellectual responsibility. Early human vision makes use of a limited range ofrepresentations—representations of shape, texture, depth and other spatial rela-tions, motion, color, and so forth. These representations (percepts) are formedby processes that are relatively immune to correction from other sources ofinformation; and the representations of early vision appear to be fully independ-ent of language. So the thought experiments that I have previously elaboratedwill not carry over simply to early human vision. (One would expect thosethought experiments to be more relevant to social and developmental psycho-logy, to concept learning, and to parts of ‘higher’ cognitive psychology.) But thecase against individualism need not center on higher cognitive capacities or onthe relation between thought and language. The anti-individualistic conclusionsof our previous arguments can be shown to apply to early human vision. Theabstract schema which those thought experiments articulate also applies.
 The schema rests on three general facts. The first is that what entities inthe objective world one intentionally interacts with in the employment of manyrepresentational (intentional) types affects the semantical properties of thoserepresentational types, what they are, and how we individuate them.13 A nearconsequence of this first fact is that there can be slack between, on the one
 13 ‘Representational type’ (also ‘intentional type’) is a relatively theory-neutral term for inten-tional content, or even intentional state-kinds. Cf. note 3. One could about as well speak of concepts,percepts, and the representational or intentional aspects of thought contents—or of the counterpartstates.
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 hand, the way a subject’s representational types apply to the world, and onthe other, what that person knows about, and how he or she can react to, theway they apply. It is possible for representational types to apply differently,without the person’s physical reactions or discriminative powers being different.These facts, together with the fact that many fundamental mental states andevents are individuated in terms of the relevant representational types, sufficeto generate the conclusion that many paradigmatic mental states and eventsare not individualistically individuated: they may vary while a person’s bodyand discriminative powers are conceived as constant. For by the second factone can conceive of the way a person’s representational types apply to theobjective world as varying, while that person’s history, non-intentionally andindividualistically specified, is held constant. By the first fact, such variationmay vary the individuation of the person’s representational types. And by thethird, such variation may affect the individuation of the person’s mental statesand events. I shall illustrate how instances of this schema are supported byMarr’s theory of vision.14
 Marr’s theory subsumes three explanatory enterprises: (a) a theory of thecomputation of the information, (b) an account of the representations used and ofthe algorithms by which they are manipulated, and (c) a theory of the underlyingphysiology. Our primary interest is in the first level, and in that part of the secondthat deals with the individuation of representations. Both of these parts of thetheory are fundamentally intentional.
 The theory of the computation of information encompasses an account ofwhat information is extracted from what antecedent resources, and an account ofthe reference-preserving ‘logic’ of the extraction. These accounts proceed against
 14 In what follows I make use of the important book Vision, by David Marr (San Francisco:W. H. Freeman and Company, 1982). Marr writes:
 The purpose of these representations is to provide useful descriptions of aspects of the realworld. The structure of the real world therefore plays an important role in determining boththe nature of the representations that are used and the nature of the processes that derive andmaintain them. An important part of the theoretical analysis is to make explicit the physicalconstraints and assumptions that have been used in the design of the representations andprocesses … (p. 43)
 It is of critical importance that the tokens [representational particulars] one obtains [inthe theoretical analysis] correspond to real physical changes on the viewed surface; the blobs,lines, edges, groups, and so forth that we shall use must not be artifacts of the imaging process,or else inferences made from their structure backwards to the structures of the surface will bemeaningless. (p. 44)
 Marr’s claim that the structure of the real world figures in determining the nature of the repres-entations that are attributed in the theory is tantamount to the chief point about representation orreference that generates our non-individualist thought experiments—the first step in the schema. Ishall show that these remarks constitute the central theoretical orientation of the book.
 Calling the theory Marr’s is convenient but misleading. Very substantial contributions have beenmade by many others; and the approach has developed rapidly since Marr’s death. Cf. O. H. Ballard,G. E. Hinton, and T. J. Sejnowski, ‘Parallel Vision Computation’, Nature, e.g. 306 (1983), 21–26.What I say about Marr’s book applies equally to more recent developments.
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 a set of biological background assumptions. It is assumed that visual systemshave evolved to solve certain problems forced on them by the environment.Different species are set different problems and solve them differently. Thetheory of human vision specifies a general information processing problem—thatof generating reliable representations of certain objective, distal properties of thesurrounding world on the basis of proximal stimulations.
 The human visual system computes complex representations of certain visibleproperties, on the basis of light intensity values on retinal images. The primaryvisible properties that Marr’s theory treats are the shapes and locations of thingsin the world. But various other properties—motion, texture, color, lightness,shading—are also dealt with in some detail. The overall computation is brokendown into stages of increasing complexity, each containing modules that solvevarious sub-problems.
 The theory of computation of information clearly treats the visual systemas going through a series of intentional or representational states. At an earlystage, the visual system is counted as representing objective features of thephysical world.15 There is no other way to treat the visual system as solving theproblem that the theory sees it as solving than by attributing intentional statesthat represent objective, physical properties.
 More than half of Marr’s book is concerned with developing the theory ofthe computation of information and with individuating representational primit-ives. These parts of the theory are more deeply developed, both conceptuallyand mathematically, than the account of the algorithms. This point is worthemphasizing because it serves to correct the impression, often conveyed inrecent philosophy of psychology, that intentional theories are regressive andall of the development of genuine theory in psychology has been proceedingat the level of purely formal, ‘syntactical’ transformations (algorithms) that areused in cognitive systems.
 I now want, by a series of examples, to give a fairly concrete sense ofhow the theory treats the relation between the visual system and the physicalenvironment. Understanding this relation will form essential background forunderstanding the non-individualistic character of the theory. The reader mayskip the detail and still follow the philosophical argument. But the detail isthere to support the argument and to render the conception of explanation thatthe argument yields both concrete and vivid.
 Initially, I will illustrate two broad points. The first is that the theory makesessential reference to the subject’s distal stimuli and makes essential assumptions
 15 It is an interesting question when to count the visual system as having gone intentional. I takeit that information is, in a broad sense, carried by the intensity values in the retinal image; but Ithink that this is too early to count the system as intentional or symbolic. I’m inclined to agreewith Marr that where zero-crossings from different-sized filters are checked against one another (cf.Example 1), it is reasonable to count visual processes as representational of an external physicalreality. Doing so, however, depends on seeing this stage as part of the larger system in whichobjective properties are often discriminated from subjective artifacts of the visual system.
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 about contingent facts regarding the subject’s physical environment. Not only dothe basic questions of the theory refer to what one sees under normal conditions,but the computational theory and its theorems are derived from numerous explicitassumptions about the physical world.
 The second point to be illustrated is that the theory is set up to explainthe reliability of a great variety of processes and sub-processes for acquiringinformation, at least to the extent that they are reliable. Reliability is presupposedin the formulations of the theory’s basic questions. It is also explained througha detailed account of how in certain specified, standard conditions, veridicalinformation is derived from limited means. The theory explains not merely thereliability of the system as a whole, but the reliability of various stages in thevisual process. It begins by assuming that we see certain objective propertiesand proceeds to explain particular successes by framing conditions under whichsuccess would be expected (where the conditions are in fact typical). Failuresare explained primarily by reference to a failure of these conditions to obtain. Touse a phrase of Bernie Kobes, the theory is not success-neutral. The explanationsand, as we shall later see, the kinds of theory presuppose that perception andnumerous subroutines of perception are veridical in normal circumstances.
 Example 1 : In an early stage of the construction of visual representation, theoutputs of channels or filters that are sensitive to spatial distributions of lightintensities are combined to produce representations of local contours, edges,shadows, and so forth. The filters fall into groups of different sizes, in thesense that different groups are sensitive to different bands of spatial frequen-cies. The channels are primarily sensitive to sudden intensity changes, called‘zero-crossings’, at their scales (within their frequency bands). The theoreticalquestion arises: How do we combine the results of the different-sized channelsto construct representations with physical meaning—representations that indic-ate edge segments or local contours in the external physical world? There is noapriori reason why zero-crossings obtained from different-sized filters should berelated to some one physical phenomenon in the environment. There is, how-ever, a physical basis for their being thus related. This basis is identified by theconstraint of spatial localization. Things in the world that give rise to intensitychanges in the image, such as changes of illumination (caused by shadows, lightsources) or changes in surface reflectance (caused by contours, creases, and sur-face boundaries), are spatially localized, not scattered and not made up of waves.Because of this fact, if a zero-crossing is present in a channel centered on a giv-en frequency band, there should be a corresponding zero-crossing at the samespatial location in larger-scaled channels. If this ceases to be so at larger scales,it is because a) two or more local intensity changes are being averaged togetherin the larger channel (for example, the edges of a thin bar may register radicalfrequency changes in small channels, but go undetected in larger ones); or b)because two independent physical phenomena are producing intensity changesin the same area but at different scales (for example, a shadow superimposed
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 on a sudden reflectance change; if the shadow is located in a certain way, thepositions of the zero-crossings may not make possible a separation of the twophysical phenomena). Some of these exceptions are sufficiently rare that thevisual system need not and does not account for them—thus allowing for pos-sible illusions; others are reflected in complications of the basic assumptionthat follows. The spatial coincidence constraint yields the spatial coincidenceassumption:
 If a zero-crossing segment is present in a set of independent channels over acontiguous range of sizes, and the segment has the same position and orient-ation in each channel, then the set of such zero-crossing segments indicatesthe presence of an intensity change in the image that is due to a single phys-ical phenomenon (a change in reflectance, illumination, depth, or surfaceorientation).
 Thus the theory starts with the observation that physical edges produce roughlycoincident zero-crossings in channels of neighboring sizes. The spatial coincid-ence assumption asserts that the coincidence of zero-crossings of neighboringsizes is normally sufficient evidence of a real physical edge. Under such cir-cumstances, according to the theory, a representation of an edge is formed.16
 Example 2 : Because of the laws of light and the way our eyes are made,positioned, and controlled, our brains typically receive similar image signalsoriginating from two points that are fairly similarly located in the respectiveeyes or images, at the same horizontal level. If two objects are separated indepth from the viewer, the relative positions of their image signals will differin the two eyes. The visual system determines the distance of physical surfacesby measuring the angular discrepancy in position (disparity) of the image of anobject in the two eyes. This process is called stereopsis. To solve the problemof determining distance, the visual system must select a location on a surfaceas represented by one image, identify the same location in the other image,and measure the disparity between the corresponding image points. There is,of course, no apriori means of matching points from the two images. The the-ory indicates how correct matches are produced by appealing to three PhysicalConstraints (actually the first is not made explicit, but is relied upon): (1) thetwo eyes produce similar representations of the same external items; (2) a givenpoint on a physical surface has a unique position in space at any given time;(3) matter is cohesive—separated into objects, the surfaces of which are usuallysmooth in the sense that surface variation is small compared to overall distancefrom the observer. These three physical constraints are rewritten as three corres-ponding Constraints on Matching: (1) two representational elements can matchif and only if they normally could have arisen from the same physical item (for
 16 Marr, vision, 68–70; cf. also D. Marr and E. Hildreth, ‘Theory of Edge Detection’, Proceedingsof the Royal Society of London, B207 (1980), 187–217, where the account is substantially moredetailed.
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 example, in stereograms, dots match dots rather than bars); (2) nearly always,each representational element can match only one element from the other image(exceptions occur when two markings lie along the line of sight of one eyebut are separately visible by the other—causing illusions); (3) disparity variessmoothly almost everywhere (this derives from physical constraint (3) becausethat constraint implies that the distance to the visible surface varies, approxim-ately continuously except at object boundaries, which occupy a small fraction ofthe area of an image). Given suitable precisifications, these matching constraintscan be used to prove the Fundamental Theorem of Stereopsis :
 If a correspondence is established between physically meaningful represent-ational primitives extracted from the left and right images of a scene thatcontains a sufficient amount of detail (roughly 2% density for dot stereo-grams), and if the correspondence satisfies the three matching constraints,then that correspondence is physically correct—hence unique.
 The method is again to identify general physical conditions that give rise to avisual process, then to use those conditions to motivate constraints on the formof the process that, when satisfied, will allow the process to be interpreted asproviding reliable representations of the physical environment.17
 These examples illustrate theories of the computation of information. Thecritical move is the formulation of general physical facts that limit the interpret-ation of a visual problem enough to allow one to interpret the machinations ofthe visual system as providing a unique and veridical solution, at least in typicalcases. The primary aim of referring to contingent physical facts and propertiesis to enable the theory to explain the visual system’s reliable acquisition ofinformation about the physical world: to explain the success or veridicality ofvarious types of visual representation. So much for the first two points that weset out to illustrate.
 I now turn to a third that is a natural corollary of the second, and that will becritical for my argument that the theory is non-individualistic: the informationcarried by representations—their intentional content—is individuated in termsof the specific distal causal antecedents in the physical world that the informationis about and that the representations normally apply to. The individuation ofthe intentional features of numerous representations depends on a variety ofphysical constraints that our knowledge of the external world gives us. Thus theindividuation of intentional content of representational types, presupposes theveridicality of perception. Not only the explanations, but the intentional kinds ofthe theory presuppose contingent facts about the subject’s physical environment.
 Example 3 : In building up informational or representational primitives in theprimal sketch, Marr states six general physical assumptions that constrain the
 17 Marr, Vision, 111–116; D. Marr and T. Poggio, ‘A Computational Theory of Human StereoVision’, Proceedings of the Royal Society of London, B204 (1979), 301–328. Marr, Vision, 205–212;Shimon Ullman, The Interpretation of Visual Motion (Cambridge, Mass.: MIT Press, 1979).
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 choice of primitives. I shall state some of these to give a sense of their character:(a) the visible world is composed of smooth surfaces having reflectance functionswhose spatial structure may be complex; (b) markings generated on a surfaceby a single process are often arranged in continuous spatial structures—curves,lines, etc.; (c) if direction of motion is discontinuous at more than one point—forexample, along a line—then an object boundary is present. These assumptionsare used to identify the physical significance of—the objective information nor-mally given by—certain types of patterns in the image. The computationaltheory states conditions under which these primitives form to carry informationabout items in the physical world.a The theory in Example 1 is a case in point:conditions are laid down under which certain patterns may be taken as repres-enting an objective physical condition; as being edge, boundary, bar, or blobdetectors. Similar points apply for more advanced primitives.
 Example 4 : In answering the question ‘what assumptions do we reasonably andactually employ when we interpret silhouettes as three-dimensional shapes?’Marr motivates a central representational primitive by stating physical con-straints that lead to the proof of a theorem. Physical Constraints. (1) Eachline of sight from the viewer to the object grazes the object’s surface at exactlyone point. (2) Nearby points on the contour in an image arise from nearbypoints on the contour generator on the viewed object. (That is, points thatappear close together in the image actually are close together on the object’ssurface.) (3) The contour generator lies wholly in a single plane. Obviously,these are conditions of perception that may fail, but they are conditions underwhich we seem to do best at solving the problem of deriving three-dimensionalshape descriptions from representations of silhouettes. Definition. A generalizedcone is a three-dimensional object generated by moving a cross-section alongan axis; the cross-section may vary smoothly in size, but its shape remainsthe same. (For example, footballs, pyramids, legs, stalagmites are or approx-imate generalized cones.) Theorem. If the surface is smooth and if physicalconstraints (1)–(3) hold for all distant viewing positions in any one plane, thenthe viewed surface is a generalized cone. The theorem indicates a natural connec-tion between generalized cones and the imaging process. Marr infers from this,and from certain psycho-physical evidence, that representations of generalizedcones—that is, representations with intentional content concerning generalizedcones—are likely to be fundamental among our visual representations of three-dimensional objects.b
 Throughout the theory, representational primitives are selected and individu-ated by considering specific, contingent facts about the physical world thattypically hold when we succeed in obtaining veridical visual information aboutthat world. The information or content of the visual representations is always
 a Marr, Vision, 44–71.b Ibid. 215–225.
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 individuated by reference to the physical objects, properties, or relations that areseen. In view of the success-orientation of the theory, this mode of individuationis grounded in its basic methods. If theory were confronted with a species oforganism reliably and successfully interacting with a different set of objectivevisible properties, the representational types that the theory would attribute tothe organism would be different, regardless of whether an individual organism’sphysical mechanisms were different.
 We are now in a position to argue that the theory is not individualistic:(1) The theory is intentional. (2) The intentional primitives of the theory andthe information they carry are individuated by reference to contingently existingphysical items or conditions by which they are normally caused and to whichthey normally apply. (3) So if these physical conditions and, possibly, attendantphysical laws were regularly different, the information conveyed to the sub-ject and the intentional content of his or her visual representations would bedifferent. (4) It is not incoherent to conceive of relevantly different physicalconditions and perhaps relevantly different (say, optical) laws regularly causingthe same non-intentionally, individualistically individuated physical regularitiesin the subject’s eyes and nervous system. It is enough if the differences aresmall; they need not be wholesale. (5) In such a case (by (3) ) the individual’svisual representations would carry different information and have different rep-resentational content, though the person’s whole non-intentional physical history(at least up to a certain time) might remain the same. (6) Assuming that someperceptual states are identified in the theory in terms of their informational orintentional content, it follows that individualism is not true for the theory ofvision.
 I shall defend the argument stepwise. I take it that the claim that the theoryis intentional is sufficiently evident. The top levels of the theory are explicitlyformulated in intentional terms. And their method of explanation is to show howthe problem of arriving at certain veridical representations is solved.
 The second step of the argument was substantiated through Examples 3 and 4.The intentional content of representations of edges or generalized cones is indi-viduated in terms of specific reference to those very contingently instantiatedphysical properties, on the assumption that those properties normally give riseto veridical representations of them.
 The third step in our argument is supported both by the way the theoryindividuates intentional content (cf. the previous paragraph and Examples 3and 4), and by the explanatory method of the theory (cf. the second pointillustrated above, and Examples 1–2). The methods of individuation and explan-ation are governed by the assumption that the subject has adapted to his orher environment sufficiently to obtain veridical information from it under cer-tain normal conditions. If the properties and relations that normally causedvisual impressions were regularly different from what they are, the individualwould obtain different information and have visual experiences with differentintentional content. If the regular, law-like relations between perception and
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 the environment were different, the visual system would be solving differentinformation-processing problems; it would pass through different informationalor intentional states; and the explanation of vision would be different. To rejectthis third step of our argument would be to reject the theory’s basic methodsand questions. But these methods and questions have already borne fruit, andthere are presently no good reasons for rejecting them.
 I take it that step four is a relatively unproblematic counterfactual. Thereis no metaphysically necessary relation between individualistically individuatedprocesses in a person’s body and the causal antecedents of those processesin the surrounding world.18 (To reject this step would be self-defeating for theindividualist.) If the environmental conditions were different, the same proximalvisual stimulations could have regularly had different distal causes. In principle,we can conceive of some regular variation in the distal causes of perceptualimpressions with no variation in a person’s individualistically specified physicalprocesses, even while conceiving the person as well adapted to the relevantenvironment—though, of course, not uniquely adapted.
 Steps three and four, together with the unproblematic claim that the the-ory individuates some perceptual states in terms of their intentional content orrepresentational types, entail that the theory is non-individualistic.
 Steps two and three are incompatible with certain philosophical approachesthat have no basis in psychological theory. One might claim that the informationcontent of a visual representation would remain constant even if the physicalconditions that lead to the representation were regularly different. It is commonto motivate this claim by pointing out that one’s visual representations remainthe same, whether one is perceiving a black blob on a white surface or havingan eidetic hallucination of such a blob. So, runs the reasoning, why should chan-ging the distal causes of a perceptual representation affect its content? On thisview, the content of a given perceptual representation is commonly given as thatof ‘the distal cause of this representation’, or ‘the property in the world that hasthis sort of visual appearance’. The content of these descriptions is intended toremain constant between possible situations in which the micro-physical eventsof a person’s visual processes remain the same while distal causes of thoseprocesses are regularly and significantly different. For it is thought that the re-presentations themselves (and our experiences of them) remain constant underthese circumstances. So as the distal antecedents of one’s perceptual representa-tions vary, the reference of those representations will vary, but their intentionalcontent will not.19
 18 As I have intimated above, I doubt that all biological, including physiological, processes andstates in a person’s body are individualistically individuated. The failures of individualism for thesesciences involve different, but related considerations.
 19 Descartes went further in the same direction. He thought that the perceptual system, and indeedthe intellect, could not make a mistake. Mistakes derived from the will. The underlying view is thatwe primarily perceive or make perceptual reference to our own perceptions. This position fails toaccount plausibly for various visual illusions and errors that precede any activity of the will, or even
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 There is more wrong with this line than I have room to develop here. Iwill mention some of the more straightforward difficulties. In the first place,the motivation from perceptual illusion falls far short. One is indeed in thesame perceptual state whether one is seeing or hallucinating. But that is becausethe intentional content of one’s visual state (or representation) is individuatedagainst a background in which the relevant state is normally veridical. Thusthe fact that one’s percepts or perceptual states remain constant between normalperception and hallucinations does not even tend to show that the intentionalvisual state remains constant between circumstances in which different physicalconditions are the normal antecedents of one’s perceptions.
 Let us consider the proposals for interpreting the content of our visual repres-entations. In the first place both descriptions (‘the distal cause of this represent-ation’ et al.) are insufficiently specific. There are lots of distal causes and lots ofthings that might be said to appear ‘thus’ (for example, the array of light strikingthe retina as well as the physical surface). We identify the relevant distal cause(and the thing that normally appears thus and so) as the thing that we actuallysee. To accurately pick out the ‘correct’ object with one of these descriptionswould at the very least require a more complex specification. But filling out thedescriptive content runs into one or both of two difficulties: either it includeskinds that are tied to a specific environment (‘the convex, rough textured objectthat is causing this representation’). In such a case, the description is still subjectto our argument. For these kinds are individuated by reference to the empiricalenvironment. Or it complicates the constraints on the causal chain to the extentthat the complications cannot plausibly be attributed to the content of processesin the early visual system.
 Even in their unrevised forms, the descriptions are over-intellectualized philo-sophers’ conceits. It is extremely implausible and empirically without warrantto think that packed into every perceptual representation is a distinction betweendistal cause and experiential effect, or between objective reality and perceptualappearance. These are distinctions developed by reflecting on the ups and downsof visual perception. They do not come in at the ground, animal level of earlyvision.
 A further mistake is the view that our perceptual representations never purportto specify particular physical properties as such, but only via some relation theybear to inner occurrences, which are directly referred to. (Even the phrase ‘theconvex object causing this percept’ invokes a specification of objective convexityas such.) The view will not serve the needs of psychological explanation asactually practiced. For the descriptions of information are too unspecific to
 intellect. And the idea that perceptions are in general what we make perceptual reference to haslittle to recommend it and, nowadays, little influence. The natural and, I think, plausible view is thatwe have visual representations that specify external properties specifically, that these representationsare pre-doxastic in the sense they are not themselves objects of belief, and that they sometimes failto represent correctly what is before the person’s eyes: when they result from abnormal processes.
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 account for specific successes in solving problems in retrieving informationabout the actual, objective world.
 The best empirical theory that we have individuates the intentional contentof visual representations by specific reference to specific physical characteristicsof visible properties and relations. The theory does not utilize complicated, self-referential, attributively used role descriptions of those properties. It does notindividuate content primarily by reference to phenomenological qualities. Nordoes it use the notions of cause or appearance in specifying the intentionalcontent of early visual representations.20
 The second and third steps of our argument are incompatible with the claimthat the intentional content of visual representations is determined by their‘functional role’ in each person’s system of dispositions, non-intentionally andindividualistically specified. This claim lacks any warrant in the practice of thescience. In the first place, the theory suggests no reduction of the intentional tothe non-intentional. In the second, although what a person can do, non-visually,constitutes evidence for what he or she can see, there is little ground for think-ing that either science or common sense takes an individual person’s non-visualabilities fully to determine the content of his or her early visual experience.A person’s dispositions and beliefs develop by adapting to what the personsees. As the person develops, the visual system (at least at its more advancedstages—those involving recognition) and the belief and language systems affecteach other. But early vision seems relatively independent of these non-visualsystems. A large part of learning is accommodating one’s dispositions to theinformation carried by visual representations. Where there are failures of adapt-ation, the person does not know what the visual apparatus is presenting to himor her. Yet the presentations are there to be understood.
 III
 There is a general argument that seems to me to show that a person’s non-intentional dispositions could not fix (individuate) the intentional content of
 20 Of course, at least in the earliest stages of visual representation, there are analogies betweenqualitative features of representations in the experienced image and the features that those rep-resentations represent. Representations that represent bar segments are bar-shaped, or have somephenomenological property that strongly tempts us to call them ‘bar-shaped’. Similarly for blobs,dots, lines and so forth. (Marr and Hildreth, “Theory of Edge Detection”, 211, remark on this dualaspect of representations.) These ‘analogies’ are hardly fortuitous. Eventually they will probablyreceive rigorous psycho-physical explanations. But they should not tempt one into the idea thatvisual representations in general make reference to themselves, much less into the idea that thecontent of objective representation is independent of empirical relations between the representationsand the objective entities that give rise to them. Perhaps these qualitative features are constantacross all cases where one’s bodily processes, non-intentionally specified, are held constant. But theinformation they carry, their intentional content, may vary with their causal antecedents and causallaws in the environment.
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 the person’s visual presentations. The argument begins with a conception ofobjectivity. As long as the person’s visual presentations are of public, objectiveobjects, properties, or relations, it is possible for the person to have mistakenpresentations. Such mistakes usually arise for a single sensory modality—sothat when dispositions associated with other modalities (for example, touch) arebrought into play, the mistake is rectified. But as long as the represented object orproperty is objective and physical, it is in principle possible, however unlikely,that there be a confluence of illusions such that all an individual person’s sensorymodalities would be fooled and all of the person’s non-intentional dispositionswould fail to distinguish between the normal condition and the one producing themistaken sensory representations. This is my first assumption. In the argument, Ishall employ a corollary: my concept of objectivity is such that no one objectiveentity that we visually represent is such that it must vary with, or be typed so asnecessarily to match exactly, an individual’s proximal stimuli and discriminativeabilities. The point follows from a realistic, and even from a non-subjectivistic,view of the objects of sight.21
 I argued earlier that intentional representational types are not in general indi-viduated purely in terms of an attributive role-description of a causal relation,or a relation of appearance-similarity, between external objects and qualitat-ive perceptual representatives of them. For present purposes, this is the secondassumption: some objective physical objects and properties are visually repres-ented as such; they are specifically specified.
 Third, in order to be empirically informative, some visual representations thatrepresent objective entities as such must have the representational characteristicsthat they have partly because instances regularly enter into certain relationswith those objective entities.22 Their carrying information, their having objectiveintentional content, consists partly in their being the normal causal products ofobjective entities. And their specific intentional content depends partly on theirbeing the normal products of the specific objective entities that give rise to
 21 There is no need to assume that the abnormal condition is unverifiable. Another person withrelevant background information might be able to infer that the abnormal condition is producing aperceptual illusion. In fact, another person with different dispositions might even be able to perceivethe difference.
 22 Not all perceptual representations that specify objective entities need have their representationalcharacteristics determined in this way. The representational characters of some visual representations(or states) may depend on the subject’s background theory or primarily on interaction among otherrepresentations. There are hallucinations of purple dragons. (Incidentally, few if any of the percep-tual representations—even the conscious perceptual representations—discussed in Marr’s theorydepend in this way on the subject’s conceptual background.) Here, I assume only that some visualrepresentations acquire their representational characters through interaction. This amounts to theweak assumption that the formation of some perceptual representations is empirical.
 Some of the interaction that leads to the formation and representational characters of certaininnate perceptual tendencies (or perhaps even representations) may occur in the making of thespecies, not in the learning histories of individuals. Clearly this complication could be incorporatedinto a generalization of this third premise—without affecting the anti-individualistic thrust of theargument.
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 them. That is why we individuate intentional visual representations in termsof the objective entities that they normally apply to, for members of a givenspecies. This is the core of truth in the slogan, sometimes misapplied, I think,that mistakes presuppose a background of veridicality.
 The assumptions in the three preceding paragraphs make possible the state-ment of a general argument against individualism regarding visual states. Con-sider a person P who normally correctly perceives instances of a particularobjective visible property O . In such cases, let the intentional type of P’s percep-tual representation (or perceptual state) be O ′. Such perceptual representationsare normally the product of interaction with instances of O . But imagine that forP, perceptual representations typed O ′ are on some few occasions the product ofinstances of a different objective property C . On such occasions, P mistakenlysees an instance of C as an O; P’s perceptual state is of type O ′. We are assum-ing that O ′ represents any instance of O as such (as an O), in the sense of oursecond premise, not merely in terms of some attributive role description. SinceO ′ represents an objective property, we may, by our first premise, conceive ofP as lacking at his or her disposal (at every moment up to a given time) anymeans of discriminating the instances of C from instances of O .
 Now hold fixed both P’s physical states (up to the given time) and his or herdiscriminative abilities, non-intentionally and individualistically specified. Butconceive of the world as lacking O altogether. Suppose that the optical laws inthe counterfactual environment are such that the impressions on P’s eyes andthe normal causal processes that lead to P’s visual representations are explainedin terms of C ’s (or at any rate, in terms of some objective, visible entitiesother than instances of O). Then by our third premise, P’s visual representation(or visual state) would not be of intentional type O ′. At the time when in theactual situation P is misrepresenting a C as an O , P may counterfactually beperceiving something (say, a C ) correctly (as a C )—if the processes that leadto that visual impression are normal and of a type that normally produces thevisual impression that P has on that occasion. So the person’s intentional visualstates could vary while his or her physical states and non-intentionally specifieddiscriminative abilities remained constant.
 The first premise and the methodology of intentional content individuationarticulated in the third premise entail the existence of examples. Since examplesusually involve shifts in optical laws, they are hard to fill out in great detail. Butit is easiest to imagine concrete cases taken from early but still conscious vision.These limit the number of an individual’s dispositions that might be reasonablythought to bear on the content of his or her visual states. Early vision is relativelyindependent of linguistic or other cognitive abilities. It appears to be relativelymodular.
 Suppose that the relevant visible entities are very small and not such as tobear heavily on adaptive success. An O may be a shadow of a certain small sizeand shape on a gently contoured surface. A C may be a similarly sized, shallowcrack. In the actual situation P sees O’s regularly and correctly as O’s: P’s visual
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 representations are properly explained and specified as shadow representations ofthe relevant sort. We assume that P’s visual and other discriminative abilities arefairly normal. P encounters C ’s very rarely and on those few occasions not onlymisperceives them as O’s, but has no dispositions that would enable him or herto discriminate those instances from O’s. We may assume that given P’s actualabilities and the actual laws of optics, P would be capable, in ideal circumstances,of visually discriminating some instances of C ’s (relevantly similar cracks) frominstances of O (the relevant sort of shadows). But our supposition is that in theactual cases where P is confronted by instances of C ’s, the circumstances arenot ideal. All P’s abilities would not succeed in discriminating those instancesof relevant cracks, in those circumstances, from instances of relevant shadows.P may not rely on touch in cases of such small objects; or touch may alsobe fooled. P’s ability to have such mistaken visual states is argued for by theobjectivity premise.
 In the counterfactual case, the environment is different. There are no instancesof the relevant shadows visible to P; and the laws of optics differ in such a waythat P’s physical visual stimulations (and the rest of P’s physical makeup) areunaffected. Suppose that the physical visual stimulations that in the actual caseare derived from instances of O —the relevant sort of shadows—are coun-terfactually caused by and explained in terms of C ’s, relevantly sized cracks.Counterfactually, the cracks take the places of the shadows. On the few occasionswhere, in the actual case, P misperceives shadows as cracks, P is counterfactu-ally confronted with cracks; and the optical circumstances that lead to the visualimpressions on those occasions are, we may suppose, normal for the counter-factual environment.23 On such counterfactual occasions, P would be visuallyrepresenting small cracks as small cracks. P would never have visual represent-ations of the relevant sort of shadows. One can suppose that even if there werethe relevant sort of shadows in the counterfactual environment, the differentlaws of optics in that environment would not enable P ever to see them. Butsince P’s visual states would be the normal products of normal processes andwould provide as good an empirical basis for learning about the counterfactualenvironment as P has for learning about the actual environment, it would beabsurd to hold that (counterfactually) P misperceives the prevalent cracks asshadows on gently contoured surfaces. Counterfactually, P correctly sees thecracks as cracks. So P’s intentional perceptual states differ between actual and
 23 What of the non-intentionally specified dispositions that in the actual environment (given theactual laws of optics) would have enabled P to discriminate C ’s from O’s in ideal circumstances? Inthe counterfactual environment, in view of the very different optical laws and different objects thatconfront P, one can suppose that these dispositions have almost any visual meaning that one likes.These dispositions would serve to discriminate C ’s from some other sort of entity. In view of theobjectivity premise, the non-intentional dispositions can always be correlated with different, normalantecedent laws and conditions—in terms of which their intentional content may be explained.
 The argument of this section is developed in parallel but different ways in ‘Cartesian Error andthe Objectivity of Perception’ (Ch. 7 above).
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 counterfactual situations. This general argument is independent of the theory ofvision that we have been discussing. It supports and is further supported by thattheory.
 IV
 Although the theory of vision is in various ways special, I see no reason why itsnon-individualistic methods will not find analogs in other parts of psychology.In fact, as I noted, since vision provides intentional input for other cognitivecapacities, there is reason to think that the methods of the theory of vision arepresupposed by other parts of psychology. These non-individualistic methodsare grounded in two natural assumptions. One is that there are psychologicalstates that represent, or are about, an objective world. The other is that thereis a scientific account to be given that presupposes certain successes in ourinteraction with the world (vision, hearing, memory, decision, reasoning, empir-ical belief formation, communication, and so forth), and that explains specificsuccesses and failures by reference to these states.
 The two assumptions are, of course, interrelated. Although an intention to eatmeat is ‘conceptually’ related to eating meat, the relation is not one of entail-ment in either direction, since the representation is about an objective matter. Anindividual may be, and often is, ignorant, deluded, misdirected, or impotent. Thevery thing that makes the non-individualistic thought experiments possible—thepossibility of certain sorts of ignorance, failure, and misunderstanding—helpsmake it possible for explanations using non-individualistic language to be empir-ically informative. On the other hand, as I have argued above, some successfulinteraction with an objective world seems to be a precondition for the objectivityof some of our intentional representations.
 Any attempt to produce detailed accounts of the relations between our atti-tudes and the surrounding world will confront a compendium of empiricallyinteresting problems. Some of the most normal and mundane successes in ourcognitive and conative relations to the world must be explained in terms ofsurprisingly complicated intervening processes, many of which are themselvespartly described in terms of intentional states. Our failures may be explainedby reference to specific abnormalities in operations or surrounding conditions.Accounting for environmentally specific successes (and failures) is one of thetasks that psychology has traditionally set itself.
 An illuminating philosophy of psychology must do justice not only to themechanistic elements in the science. It must also relate these to psychology’sattempt to account for tasks that we succeed and fail at, where these tasks areset by the environment and represented by the subject him or herself. The mostsalient and important of these tasks are those that arise through relations tothe natural and social worlds. A theory that insists on describing the states ofhuman beings purely in terms that abstract from their relations to any specific
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 environment cannot hope to provide a completely satisfying explanation of ouraccomplishments. At present our best theories in many domains of psychologydo not attempt such an abstraction. No sound reason has been given for thinkingthat the non-individualistic language that psychology now employs is not anappropriate language for explaining these matters, or that explanation of thissort is impossible.
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 Two paramount tasks for philosophy are articulating the nature of propositionalattitudes and articulating the nature of the intellectual norms that govern thinkingabout objective matters. The first task is fundamental to explicating the notionof mind. The second is fundamental to saying what is significant and distinctiveabout being human.
 With respect to the first task, I have previously argued that propositionalmental-state and event kinds are nonindividualistically individuated. The mentalnatures of many of an individual’s mental states and events are dependent fortheir individuation on the individual’s physical and social environments.1 Thearguments I have given indicate that a person’s mental-state and event kindsmight, in principle, vary with variations in the environment, even as the person’sphysical history and constitution, described nonintentionally and individualistic-ally (without relation to the physical and social environments), remain constant.
 A deep source of interest in these arguments lies in the help they provide withthe second of the two tasks I described. They sharpen our conception of intellec-tual responsibility. This notion undergirds the proprietary concepts of dialectic,rationality, understanding, spirit, and rule-following that Plato, Aristotle, Kant,Hegel, and Wittgenstein, respectively, tried to explicate. The conditions underwhich people become responsible to intellectual norms are complicated. Theyinvolve considerations regarding etiology, minimum competence, and intention.I will not be concerned here with these conditions or with implications of the
 I have benefited from conversation with Rogers Albritton and Keith Donnellan at early stages of thisproject and with Willi Vossenkuhl at a later stage. I have also learned from discussion at Berkeley,Konstanz, Munich, Stanford, and Tucson, where I gave talks based on the paper.
 1 One such argument occurs in ‘Individualism and the Mental’, Midwest Studies of Philosophy, 4(1979), 73–121 (Ch. 5 above). A second occurs in note 2 of the same article and in ‘Other Bodies’,in Andrew Woodfield (ed.), Thought and Object (New York: Oxford University Press, 1982). (Ch. 4above.) Aspects of both arguments are further discussed in ‘Two Thought Experiments Reviewed’,Notre Dame Journal of Formal Logic, 23, 3 (July 1982), 284–293 (Ch. 6 above). A third argumentoccurs in ‘Individualism and Psychology’, The Philosophical Review, 45, 1 (Jan. 1986), 3–45, andin ‘Cartesian Error and the Objectivity of Perception’, John McDowell and Philip Pettit (eds.),Subject, Thought, and Context (Oxford: Oxford University Press, 1986) (Chs. 9 and 7 above). As isusually the case in philosophy, the important thing is less the conclusion itself than the routes thatlead to it.
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 notions of agency and responsibility. I shall discuss rather the nature and sourceof the norms’ authority and the role of those norms in constituting the notionof mind.
 In this paper I propose a new argument for the view that mental-state andevent kinds are nonindividualistically individuated. The argument uses the basicstrategy of its predecessors, but provides a different perspective on the factorsthat underlie the conclusion.
 The argument proceeds on two levels. At the more general level the key ideais that some necessarily true thoughts or statements can be doubted.2 A fewphilosophers have rejected this idea. Perhaps some rationalists and certainlysome positivists and possible-worlds semanticists have maintained that one can-not believe an impossibility. Most of these would add that one cannot doubta necessary truth. I find these positions antecedently implausible, and I do notfind their motivations compelling. (In some cases the motivations involve impli-cit commitment to individualism.) Moreover, these positions account poorly, inmy view, for the epistemology of logic, mathematics, analyses of meaning, andaposteriori necessary truths. They do raise interesting issues. But I shall notconfront them in detail here.3
 I take it that most thoughts that are necessarily true are dubitable. The anti-individualistic argument I propose in section II is perhaps most clearly applicableto empirical necessary truths (e.g. that water is H2O). I shall say little about thesetruths or about their role in the argument because they fit so straightforwardlyinto the scheme.4 Thus the most general level of argument will largely staybackstage, with occasional bit appearances.
 Most of the paper will proceed at a more specific level. At this level the keyidea is that a particular subclass of necessary truths is dubitable. The subclassis made up of those necessary truths which are intuitively central to giving themeaning of an empirically applicable term or to providing an explicit generalunderstanding of such a concept. I concentrate on this subclass because theramifications of the more general argument against individualism are richestand least obvious for this case.
 In Section I I provide a rationale for the fact that this subclass of necessarytruths can be doubted. In Section II I lay out a thought experiment which anchors
 2 Actually, the argument need not rest on an assumption about necessity. What we need aregeneral thoughts or statements so central to the correct identification of a type of thing, property,or event, that, under ordinary conditions, if the thought failed to apply to some given entity x , wewould correctly and almost automatically refuse to count x an instance of the type. For expositionalconvenience, I shall write in terms of necessity, without further qualification. I shall use the term‘doubt’ in the weak sense of ‘withhold belief ’ (analogously, for cognates like ‘dubitable’)—exceptwhere the context indicates some different usage.
 3 For a motivated development of the opposing semantical view, see Robert Stalnaker, Inquiry(Cambridge, Mass.: MIT Press, 1984). Positivist motivations will be discussed briefly in sec. I.
 4 For a different reason, I shall not discuss logical and mathematical truths. Nearly all theseare both necessary and dubitable. But the issues involved in relating them to my overall view arecomplex and require special attention.
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 the argument against individualism. Section III is devoted to a brief discussionof alternative construals of the thought experiment. Section IV introduces adistinction, implicit in the argument, between cognitive value and conventionalor idiolectic linguistic meaning. In Section V I use this distinction to sketch anargument to the effect that even nonindividualistic ‘use-based’ theories of mind(in senses to be specified) cannot be correct.
 I
 My aim in this section is to explain why necessary truths that intuitively givethe meaning of an empirically applicable term (or purport to provide generalunderstanding of such a concept) are dubitable.
 As a preliminary, let us review some recent history. The most significantsource of appeals to indubitability in this century has been a set of assumptionsabout meaning, understanding, and belief which emerged in positivist theoriesof knowledge. Some positivists counted logical and mathematical truths ‘true byconvention’ or ‘true purely in virtue of meaning’ in order to protect empiricismagainst the charge that it could not account for knowledge in the deductivesciences. Propositions of logic and mathematics and truths that have criterialstatus (such as ‘Sofas are pieces of furniture made or meant for sitting’) wereheld to express not knowledge, but convention. In effect they were countedindubitable. This conclusion could be drawn in either of two ways. One couldreason that doubting something requires understanding it; but criterial truths aretrue in virtue of meaning, so understanding them entails realizing that they aretrue; so it is impossible to doubt them. Alternatively, one could emphasize theallegedly degenerate nature of criterial truths: since such truths express onlyconvention or fiat, anyone who understands them must realize that doubtingthem is pointless or meaningless; and doubt requires understanding; so doubt isimpossible.
 Neither argument would be given today. But their assumptions are worthmaking explicit. They assume that doubt requires complete understanding ofwhat is doubted; that criterial truths are true by fiat or convention, or mean-ing alone; and that understanding these truths requires realizing this (alleged)connection between their meaning and their truth.
 All these assumptions are unacceptable. The argument that I shall developin Section II does not attribute incomplete understanding. But I shall developreasons for doubting the first assumption shortly.a W. V. Quine’s work longago threw the second into deserved disrepute.5 There is no explanatory use for
 a [Cf. Burge, “Individualism and the Mental”, note 1.]5 I do not back all elements in Quine’s attack on the view that there are truths that are true
 purely in virtue of meaning (in particular, his empiricism and some of his attacks on the notionof meaning itself ). But I think that his earliest criticisms of analyticity are sound: see ‘Carnap and
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 claiming that the relevant truths are true purely in virtue of meaning, as opposedto partly in virtue of meaning and partly in virtue of (perhaps ‘obvious’) waysthe world is. That is, there is no reason to see them as degenerately true. Thethird assumption is clearly vulnerable to the same Quinean considerations.
 Taken as self-conscious academic doctrine, positivist theories have not sur-vived the century’s sixth decade. But the general picture they offer of the relationbetween the meaning, understanding, and truth of ‘criterial’ statements stillinforms much philosophical common sense. The first and third premises just dis-cussed come closest to painting the general picture: the idea is that in the cases atissue, understanding sufficient for carrying on responsible ratiocination—whichis identified with understanding ordinary linguistic meaning—necessarily re-quires recognition of truth.
 Substantially the same picture has been painted by some self-styled Wittgen-steinians. It has been assumed that belief entails full understanding, and claimedthat a ‘criterion’ of understanding is recognition of the truth of the relevantstatements. The attempt of the positivists to provide a theoretical ground forthis connection between understanding and belief (second assumption above) isdismissed as quixotic. Of course, we often do use apparent disbelief as groundfor attributing failure of understanding, and even sometimes for reconstruing aperson’s words to avoid attributing disbelief. But these criteria are defeasible, asthe cases we shall later discuss indicate. Sometimes the criterion is mechanicallyinvoked in philosophical discussion as if it mirrored some absolute practice thatwe all recognize. Such invocation often serves to undergird the picture inheritedfrom positivism.
 There is a common enthymematic argument which also serves this picture.It goes as follows: The meaning of (say) ‘sofa’ is the same as the meaningof ‘piece of furniture [of such and such a construction] meant or made forsitting’; but, if one understands both phrases, one cannot doubt that sofas arepieces of furniture … meant or made for sitting, since the expressions, meaningthe same, are interchangeable; such a doubt would be a doubt that sofas aresofas; but that is not a doubt that anyone could be thought to have. So anyonewho appears to be doubting that sofas are pieces of furniture … meant or madefor sitting, cannot really be doing so.6 This reasoning again assumes that doubt
 Logical Truth’, secs. I–V, X; ‘Truth by Convention’, both in Ways of Paradox (New York: RandomHouse, 1966). I take it that Quine’s challenge to justify a disjoint distinction between ‘truths of fact’(possibly including, so far as this argument is concerned, necessary facts and facts known by reason)and mere ‘truths purely by virtue of meaning’—has gone unmet. This section supplements Quine’sview by showing in some detail why certain ‘truths of meaning’ are simultaneously ‘truths of fact’,or better—why they are not degenerately true. Cf. also Sec. IV below. Nothing I argue in this paperdepends on acceptance of any particular theoretical conception of meaning. I merely make use ofan untendentious intuitive notion of meaning to isolate a rough class of statements or thoughts.
 6 The argument from the substitutivity of synonyms, at least in embedded cases, received consid-erable discussion in the 1950s. The discussion was started by a different argument in Benson Mates,‘Synonymity’, in Leonard Linsky (ed.) Semantics and the Philosophy of Language (Urbana, Ill.: Uni-versity Press Illinois, 1952), 215. The points at issue in Mates’s discussion are developed in some
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 requires full understanding; and it again assumes that understanding the relevantmeaning entails recognizing truth. The reasoning, however, will provide a basisfor exploring why these two assumptions are mistaken in cases relevant tothe issues at hand, and thereby explain why necessarily true, ‘meaning-giving’statements involving many empirically applicable terms are dubitable.
 My strategy will be to consider in some detail how synonymies are groundedand how we come to affirm them. I shall develop the view that the role ofexamples in the cases of the relevant synonymies guarantees that the relevantobject-level statements or thoughts are dubitable.
 What does having the same meaning involve in the cases of empiricallyapplicable terms? Synonymies are grounded in practice: the most competentspeakers would use the two relevant expressions interchangeably.
 The notions of interchangeability and competence, which are central to thischaracterization, require discussion. First, interchangeability. Competent speak-ers are normally willing to exchange synonymous expressions in extensional,counterfactual, and many other contexts salve veritate; they use one expressionas a means of identifying entities to which the other applies and as the primaryand sufficient explanation of the other, apart from any particular perceptualcontext. This is a rough, minimal characterization; but it will serve.
 One should not interpret ‘interchangeability’ more strictly than our practiceswarrant. Abbreviative definition in formal systems is in most cases a misleadingmodel. It is simply not the case that the only hold competent speakers have onone of a pair of synonymous expressions is always through the other. As anybook on synonyms will show, there are many reasons for this. One example willsuffice here. Sometimes there are syntactical differences between the relevantexpressions which occasion differences in the ties they have to perceptual exper-iences. Thus ‘sofa’ is commonly applied, defeasibly but directly, to objects thatlook a certain way. The components of ‘pieces of furniture of such and suchconstruction meant or made for sitting’ have independent perceptual and con-ceptual ties. The application of the longer expression to sofas often seems toinvolve a kind of computation.
 Let us turn to ‘competence’. The language does not present a standard ofcompetence independent of individuals’ activity. Minimal competence consistsin conformity to the practice of others. ‘Greatest competence’ consists in abilit-ies to draw distinctions, to produce precisifications, to use numerous linguisticresources, to offer counterexamples to proposed equivalences—that elicit thereflective agreement of other competent speakers. We may imagine a vast, raggednetwork of interdependence, established by patterns of deference which lead
 detail in my ‘Belief and Synonymy’. The Journal of Philosophy, 75, 3 (Mar. 1978), 119–138. Theseissues have antecedents in earlier discussions of the ‘paradox of analysis’. It should be emphasizedthat we are concerned with whether substitutivity of all ordinary synonyms is guaranteed necessarilyor logically. In most contexts, of course, exchanges preserve the point and certainly the truth-valueof the report.
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 back to people who would elicit the assent of others. (Of course, we idealizefrom this network; a person’s degree of competence may vary over time andwith the case at hand, and may develop or regress.) To put it crudely, a personcounts as among the most competent if he or she would be persuasive to othercompetent speakers in the use and explication of the language. The point aboutpersuasion is fundamental. I shall develop it by considering the dialectic thatcommonly leads to statements that explicate meaning.7
 It is obvious that few, even among the competent, can quickly and accuratelyhit upon meaning-giving characterizations for ordinary terms. Usually they needthought or discussion to improve their initial attempts. Beliefs about what Xsare typically contain minor errors, often because of over- or undergeneraliza-tion from common examples of X s. This fact already motivates some distinctionbetween the sort of competence necessary to engage in ratiocination involvinguse of the term or notion, and the sort necessary to have an accurate understand-ing of the conventional meaning of the term. For a person may, in the courseof the dialectic, have thoughts involving the concept X , and yet have beliefsabout what X s are which are incompatible with the conventional normativecharacterization or with the characterization he or she would regard on reflec-tion as correct. Thus I may have numerous ordinary chair beliefs (that that is achair), yet believe incorrectly that chairs must have legs. Such a belief betraysan incomplete understanding of the conventional meaning-giving characteriza-tion of chairs, but does nothing to exempt me from responsibility to communalnorms of evaluation when I have or express my chair beliefs.
 The dialectic attempts to arrive at what might be called normative charac-terizations. These are statements about what Xs are that purport to give basic,‘essential’, and necessarily true information about X s. They are used as guidesto certifying the identity of entities: something that is cited as an X but doesnot fulfill the condition laid down by the normative characterization will notnormally be counted an X . A subclass of normative characterizations not onlypurport to state facts that set norms for identification; they also provide linguist-ic meaning—set a norm for conventional linguistic understanding (‘A knife isan instrument consisting of a thin blade with an edge for cutting, fastened to ahandle’; ‘To walk is to move on foot at a natural unhurried gait’; ‘A baby is avery young child or very young higher animal’). Not all normative characteriz-ations provide meaning in this sense (‘Water is H2O’). But my primary interestis in cases where they do.
 Meaning-giving characterizations, for ordinary terms, are usually arrived atthrough reflection on archetypical applications. These are perceptually backed,
 7 My characterization of dialectic will overschematize enormously. I shall ignore the variety oftypes of synonyms (some of which would require different treatment) in order to concentrate oncertain types that will further my purposes most directly. And I ignore many cases of explainingmeaning that do not aim at synonymy in any sense. Such cases are rife, and important to my view.But I must omit discussing them here.
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 indexically mediated applications (or imagined projections from these) to‘normal’ or ‘good’ examples (‘That’s a knife’; ‘That woman is walking’). Thedialectic consists of an attempt to find a fit between such examples and thecharacterizations that are dominant in selecting them. To provide meaning, aproposed normative characterization must accord with archetypical applicationsand must treat the characterizations that competent users actually give, as atleast approximations to the norm. The conventional linguistic meaning of a termhas been correctly specified when, under these restrictions, the most competentspeakers have reached equilibrium on a characterization.
 I have pointed up the central role of persuasion in the dialectic. To under-stand the dialectic one must understand the nature of the persuasion. Sometimeswe see the most competent speakers as creating new uses through impressiveemployment of verbal resources. In such cases, persuasion in the strict senseneed not be involved. Imitation may be based primarily on the attractiveness ofthe style of speech, the power or status of the speaker, or the impressionability ofthe hearer. But often when someone is seen as more competent it is because heor she is persuasive on matters about which there are objective rights and wrongsand on which substantive reasons have a bearing. The agreement reached is notto a decree, nor is it merely the result of practical reasoning about how to adjustour usage for smoothest communication. The agreement concerns the properordering of applications of a term which we have already made or are disposedto make and, ultimately, the correct characterization of the examples that thoseapplications pick out. In the course of the dialectic, we stand corrected : werecognize ourselves as convicted of mistakes, not merely infelicitous strategiesfor communication. We come to know something that characterizes empiricalentities and sets standards for characterizations to which we regard ourselvesas antecedently committed. Thus the most competent speakers are pre-eminentnot merely because they impress the impressionable. Their influence is basedon persuasion that is subject to dispute and cognitive checks.8
 These disputes usually concern two matters at once. One is how correctly tocharacterize the relevant entities: whether all chairs have legs or must have legs.
 8 Of course, there is nothing about the signs or about the most competent speakers per se thatmakes it right for others to use the signs ‘interchangeably’. This point has encouraged the claimthat some people’s using expressions interchangeably does not ever signal that it is cognitivelycorrect for other people to do so. Cases of linguistic correction are assimilated to cases of strategicaccommodation for achieving a common communicative purpose. This position is part of DonaldDavidson’s theory of linguistic interpretation. Cf. his Inquiries into Truth and Interpretation (NewYork: Oxford University Press, 1984), e.g. ‘Radical Interpretation’. It is also implicit in Quine’sviews about translation. Cf. e.g., Theories and Things (Cambridge, Mass.: Harvard University Press,1981), 49–50, and the role of stimulus meaning in the translation theory of Word and Object(Cambridge, Mass.: MIT Press, 1960). It seems to me that this position is mistaken. It gives noplausible account of the fact that people frequently do stand corrected for not using (or for using)expressions interchangeably, for making nonmetalinguistic, cognitive mistakes expressed in theirown terms. And it has certainly not explained why they ought not stand corrected, or why they areimmune from that sort of error. For further discussion, cf. ‘Individualism and the Mental’, 89–103.(See also note 10 below.)
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 The other is how to state the meaning of the term as such: whether accordingto (by) definition chairs have legs, whether according to the standard accep-ted meaning of ‘chair’, chairs have legs. The second question is higher-order:either it is explicitly about words, or it otherwise contains an extra intensionalcontext (‘according to’). The first question is formulated more directly aboutextralinguistic entities (chairs). Later I will indicate that these questions are notequivalent. Their answers can come apart. But for now, what is important isthat, even where there is no practical point in distinguishing the questions, thesecond is typically pursued by trying to answer the first. Questions of mean-ing are pursued by attempting to arrive at factually correct characterizations ofempirically accessible entities, the examples.
 This point rests on two features of the dialectic which I have already noted.One is the central role that examples play in arriving at meaning-giving charac-terizations for ordinary terms (‘Here is a chair and it lacks legs’, ‘That man ispulling’). The dialectic aims at capturing archetypical applications in a waythat sharpens explications that competent speakers naturally give. In beingresponsible for correctly characterizing core examples, explications of mean-ing are sensitive to empirically available facts. Examples are ineliminable fromour procedures of meaning-giving. For where expressions are regularly andnondelusively applied to perceivable extralinguistic reality, examples necessar-ily tend to be created and legitimated. (Cf. note 16 below.) If some terms werenot so applied, no terms would have objective, empirical meaning.9
 The second notable feature of the dialectic is that, as the participants worktoward an expression of communal meaning, they typically do not discuss thematter as outsiders. Usually, all participants begin the discussion without beingable to give a precisely correct normative characterization; all or most wouldmake minor errors in attempting to do so. But this does not entail that any lackobject-level thoughts expressible, by the rest of us, with the term whose meaningis in question. If it did, most people would have few if any object-level thoughtsso expressible—an absurdity. Participants commonly regard their object-levelthoughts (thoughts about, say, chairs) as undergoing correction in the course ofthe inquiry. They stand corrected on substantive matters. This is exactly whatone would expect in view of the role of examples in the discussion.10
 9 Cf. my ‘Belief De Re’, The Journal of Philosophy, 74 6 (June 1977), 338–362, sec. II (Ch.3 above).
 10 I have conducted the discussion on what seems to me to be the natural and correct viewthat an individual’s terms’ meanings sometimes are dependent on commitment to standards forunderstanding that others can hold him to. (Cf. note 8.) But the argument for the dubitability of‘meaning characterizations’ that follows still works if one assumes that only the individual cancriticize his or her own characterizations. For the dialectic of persuasion can be seen as carriedout purely by oneself. Each characterization one gives oneself could be corrected or come to bedoubted because of examples to which one is antecedently committed. The rest of the paper canbe preserved, under fairly simple qualifications and transpositions, if one maintains this antisocialpicture of meaning. But it seems to me that there is no good reason to maintain it. In fact, if anindividual can correct him or herself by reference to publicly available examples, it is hard to see
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 We may now return to the argument for indubitability from the substitutivityof synonyms (seventh paragraph of this section). Suppose that a given normativecharacterization is both true and expressive of communal meaning. What wouldmake it indubitable? The answer is alleged to derive from the synonymy ofthe relevant expressions. The expressions’ synonymy is grounded—indeed in asense consists in—their being treated as interchangeable by the most competentspeakers.
 Now it is true, as noted, that in ordinary cases synonymy provides a roughnorm for understanding and belief: apparent rejection of the relevant statementsderived from synonymies is usually a sign of mistake resulting from incompleteunderstanding. But the nature of authority developed and manifested in thecourse of the dialectic indicates that criterial statements derived from synonymiesare (typically) not indubitable. Authority derives in part from an ability to answerdoubts—to persuade oneself and others that erstwhile beliefs do not accordwith facts about core examples or with usage to which the participants holdthemselves responsible.
 The norms for understanding provided by synonymies take their force fromactual or potential agreement partly stemming from persuasion. But the truthof normative characterizations does not rest primarily on agreement. In thefirst place, agreement is elicited through a process that involves reasoning andcitations of extralinguistic fact. In the second place, even when equilibrium isreached—even when one arrives at a complete expression of and agreementon relevant norms, at complete understanding of linguistic meaning—there isno transcendental guarantee that people cannot agree in making mistakes. Theauthority of the ‘most competent’ rests on an ability to turn back challenges.But usually there is no method for demonstrating that every possible relevantchallenge has been answered. The role of examples in the dialectic makes suchassurance impossible. I conclude that our reflective conception of synonymy notonly does not support the indubitability of meaning-giving normative charac-terizations for many empirically applicable terms; it actually underwrites andmakes inevitable their dubitability.
 II
 The dubitability of meaning-giving normative characterizations can be con-verted into a demonstration that social practices are not the only or ultimatenonindividualistic factor in individuating mental states and events. I have else-where argued for this view on other grounds. Some mental states (for example,some perceptual states) depend for their identity on the nature of the physical
 why the individual should not stand corrected by others using similar considerations. Although eachperson participating in the dialectic is reflecting on his or her own language, there is a willingnessto take criticism from others.
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 environment, in complete independence of social practices. What I want to showhere is that, even where social practices are deeply involved in individuatingmental states, they are often not the final arbiter. This is because the sort ofagreement that fixes a communal meaning and norms for understanding is itself,in principle, open to challenge. The argument that follows articulates this fact.
 We begin by imagining a person A in our community who has a normalmastery of English. A’s early instruction in the use of ‘sofa’ is mostly ostensive,though he picks up the normal truisms. A can use the term reliably. At somepoint, however, A doubts the truisms and hypothesizes that sofas function not asfurnishings to be sat on, but as works of art or religious artifacts. He believes thatthe usual remarks about the function of sofas conceal, or represent a delusionabout, an entirely different practice. A admits that some sofas have been satupon, but thinks that most sofas would collapse under any considerable weightand denies that sitting is what sofas are pre-eminently for. A may attack theveridicality of many of our memories of sofas being sat upon, on the groundsthat the memories are products of the delusion.
 A is willing to test his hypothesis empirically, and the sociological tests heproposes are reasonable. A also offers to demonstrate by experiment how thedelusive memories are produced. He is sophisticated, and the tests would requireelaborate controls. We can even imagine that the theory is developed so as to becompatible with all past experience that might be thought to have falsified histheory. Thus a normal but sophisticated conception of confirmation accompaniesA’s unusual theory. We may imagine that if we were to carry out his proposedexperiments, A would come to admit that his theory is mistaken.
 As a second step, imagine a person B (or A in nonactual circumstances) whois, for all intents and purposes, physically identical to A. He has the same phys-ical dispositions, receives substantially the same physical stimulations, producesthe same motions, utters the same sounds. Like A, B hears, though seldom, wordforms that are counterparts to the truisms that A hears. But in B’s situation, theseword forms are not taken as truisms; they are contextually appropriate remarksthat do not purport to convey a general meaning. (They could be lies or jokes,but it is more natural to take them as not-completely-general contingent truths.)The objects that B is confronted with are objects that look like sofas, but are,and are widely known to be, works of art or religious artifacts sold in show-rooms and displayed in people’s houses. Many of these objects would collapseunder a person’s weight. There are no sofas in B’s situation, and the word form‘sofa’ does not mean sofa. Call the relevant objects ‘safos’. B assumes thatmost people would take these objects to function primarily as seats and thatthe remarks he hears are communally accepted truisms. But, like A, B devel-ops doubts. At least by the time B expresses his scepticism and his theory, heis correctly doubting that safos function as furniture to be sat upon. Thus B’sthoughts differ from A’s.
 The self-proclaimed sceptics face different responses when they express theirviews. A’s view is resisted. Although B thinks he is opposing received opinion,
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 his claim about what safos are is taken as a matter of course. A mistakenly thinksthat sofas do not function primarily to be sat upon. B’s counterpart thoughts donot involve the notion of sofa and could not correctly be ascribed with ‘sofa’in oblique position. He correctly thinks that safos are works of art or religiousartifacts. There are numerous correlative differences in the thoughts of the twopeople which I shall not spell out. A is right about the sociolinguistic practiceof his comrades, but wrong in the relevant sofa thoughts. B is right about safosand wrong about the surrounding sociolinguistic practice (though his usage andbeliefs may accord with it perfectly).
 The conclusion is that A and B are physically identical until the time whenthey express their views. But they have different mental states and events. Ahas numerous mental events involving the notion of sofa. B’s scepticism doesnot involve thinking of anything as a sofa. I do not assume that what I havesaid about the case in non-propositional-attitude terms entails that A and B havedifferent thoughts. I think, however, that it is overwhelmingly plausible that theydo and, more importantly, that there is no general objection to the natural viewthat they do.
 The arguments of ‘Individualism and the Mental’ and ‘Other Bodies’ ascribeincomplete linguistic understanding and ignorance of expert knowledge (respect-ively) to the relevant protagonists. By contrast, A may be a sophisticate. He neednot lack linguistic understanding or be unapprised of expert or common opin-ion. The present argument features not incomplete understanding or ignoranceof specialized knowledge, but nonstandard theory.
 This orientation makes the argument extremely comprehensive in its applic-ation and very resistant to objection. Nearly anything can be the topic ofnonstandard theorizing. Similar thought experiments apply to knives, clothing,rope, pottery, wheels, boats, tables, watches, houses. Both technical and every-day natural-kind notions clearly fall within the domain of the argument. (Sciencehas generated nonstandard theory with respect to most such notions.) Conceptsof other ordinary objects and stuffs, which are not natural kinds, are equallygood examples: earth, air, fire, mountains, rivers, bread, food, dung. Notionsassociated with common verbs are also subject to our argument. What it is toeat, to talk, to sing, to own, to walk, to sleep, to fight, to hunt, to have intercoursecan each be subjected to strange theory. The last already has been.
 I claim that the argument can be adapted to any substantive notion that appliesto physical objects, events, stuffs, properties. The point I wish to press is thatthe notions may be as ordinary and as observational as one likes. They may bethe basic tools of common sense and child rearing.
 The thought experiments instantiate three general points. The first is thatpropositional mental-state and event kinds are individuated by reference tointentional notions. The second is that there are certain relations between anindividual and the environment that are necessary to the individual’s having cer-tain intentional notions. If one conceives the environment—or the individual’s
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 relations to the environment—as varying in certain ways, one must conceiveof the individual’s intentional notions as varying. The third point is that thereis possible slack between the relevant environmental facts and relations to theenvironment, on one hand, and what the individual knows and can discriminate,on the other. The sort of slack relevant to the present argument is the dubitabilityof our beliefs about individuation. Clearly this third point applies not only tothe special case of meaning-giving normative characterizations, but also at themore general level mentioned in the introduction.
 These points schematize the thought experiments. The third point functions inthe argument in two ways. It allows ascription of error, ignorance, incompleteunderstanding, or nonstandard theory in the first stage of the thought experi-ment. And it allows us to conceive of the relevant environmental facts or theindividual’s environmental relations as varying without varying the individual’sindividualistically described nonintentional discriminatory powers. The secondpoint indicates that these variations prevent the ascription of error or ignorancewhich was possible in the first stage of the thought experiment. Under cer-tain conditions one cannot have acquired certain thoughts. And the first pointindicates that mental-state and event kinds have varied between the two stagesbecause intentional notions have varied.
 The iconoclastic theory will often require ingenuity. But we can draw upontraditional scepticism to elaborate cases. To discourage attempts to show by tran-scendental arguments that the protagonist’s doubt is incoherent or impossible, Ihave made the scepticism testable. By traditional standards, the sort we requireis quite modest. The protagonist need not believe it; he or she may simply con-sider it. It need not be possibly true. It is enough that it be epistemically possiblein the weak sense that it is thinkable.
 III
 I now want to defend the argument briefly against some possible rejoinders.11
 Since we shall mainly discuss the first step, let us look briefly at the secondin order to lay it aside. Consider a parallel case. Suppose that someone, whocan recognize sofas as well as anyone, told us, ‘These things, sofas, are notart objects, contrary to what you think; they are pieces of furniture commonlymade, intended, and used to be sat upon.’ We might regard the person as havingdelusions about our views. But, barring further evidence, we would regard theopinions about sofas as unproblematic and would concentrate on the sociologicalperversity. I believe that the point is fairly obvious. Rather than belabor it, Iturn to the first step.
 11 I discuss related objections in a different context in ‘Individualism and the Mental’, sec. III(Ch. 5 above).
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 That step presupposes that widely accepted thoughts about what X s are arenot indubitable: that it is possible to be uncertain about them. I believe thata claim that A literally cannot doubt what he appears to doubt is obviouslyimplausible. But I will consider some ways of making the claim.
 It would be unacceptably superficial to gloss the case by claiming that Ais refusing to speak our language. We have no difficulty understanding that heis raising questions about what sofas really are. The proposals for deciding thequestion are exactly what we would expect, given a literal interpretation of whathe says.
 One could claim that, whatever he says, A has no thoughts literally attributableto him by using ‘sofa’ in oblique position, but only metalinguistic thoughts aboutthe word ‘sofa’. The metalinguistic maneuver is even less plausible as appliedto the present argument than it is as applied to the argument of ‘Individualismand the Mental’. A’s doubts focus on empirical facts and are to be tested byempirical methods. The metalinguistic maneuver is appropriate when the speakerhas no minimal competence. But there need not be any failure or incompletenessof understanding on A’s part, much less a lack of minimal competence.
 A related objection would hold that A thinks only that what most people thinkof as sofas are works of art or religious artifacts. The word ‘sofa’ should, onthis view, be reinterpreted in terms of the italicized phrase. Of course, we mustask how to interpret ‘sofa’ in the italicized phrase. Answering this question willlead to complications that favor my view. But there is a simple reply to thesuggestion. We may assume that A would say that what most people think of assofas are sofas. If he makes the distinction between meta- and object-level, wecannot collapse it in interpreting him. What he questions, quite explicitly we mayimagine, is not whether these things—or what people think of as sofas—aresofas, but whether sofas are what people think they are.
 One might hold that the protagonist is to be attributed a ‘reduced’ notionof sofa, like one an anthropologist might employ on coming into a societythat uses a term for objects that he or she can recognize, but whose use heor she has not yet determined. The key to understanding this objection lies inbeing scrupulous with the term ‘reduced notion’. A is not an outsider; he hasfully learned communal usage. A does use ‘sofa’ in a ‘reduced’ way in that heprescinds from assuming as true the ‘truisms’ that explicate the term’s communalmeaning. But it does not follow that ‘sofa’ should be re- or de-interpreted inliteral attributions of A’s propositional attitudes. When one tries to be morespecific about what the ‘reduced’ notion is, difficulties emerge.
 Suppose, for example, that the ‘reduced’ notion were tied to perceptualaspects of sofas. Sofas in the ‘reduced’ sense are just things that look likethose things (where sofas are indicated). Clearly, this notion need not be whatA utilizes. He may be unwilling to commit himself to how all sofas look orto there being no counterfeits. He may rely on others in determining whethersome samples are sofas. In the interests of brevity, I shall not pursue alternative‘reduced’ interpretations. I think it is always possible to show, compatibly with
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 the thought experiments, that revised construals of ‘sofa’ need not capture theprotagonist’s way of thinking.12
 One might claim that two ways of describing the dispute must be ‘equival-ent’. A could be said to doubt whether sofas are really such and such, agreeingthat these are sofas. Or A could be said to agree that sofas must be such andsuch, and doubt whether these are sofas. I think that any claim of this sort isquite mistaken. There may be such cases of descriptive equivalence, but I seeno reason or plausibility for the claim that our attributions to A are necessarilydescriptively equivalent with different ones. In view of the way A expresses hisreasoning—agreeing that these are sofas, acknowledging the communal agree-ment on the defining condition, but questioning that condition by attackingits empirical presuppositions—it is difficult to imagine an equally good rede-scription of the case that would have him accepting the defining condition butdoubting alleged exemplifications of it. The reasons that A gives support onedescription rather than the other (cf. note 16).
 I think that it must be admitted that the various maneuvers for blockingthe first step in the thought experiments, taken as claims about our commonconceptions, are not very plausible. There is simply nothing in our ordinarypractices that precludes our taking A as literally entertaining the doubts I haveattributed. Whatever impetus there is behind the objections derives not fromantecedent practice, but from the feeling that there must be some way of resistingthe attributions. This feeling derives from habits that stem from backgroundphilosophical doctrine. The main sources of philosophical opposition to thethought experiment’s first step are the claims about indubitability discussedin Section I. These views provide no good reason for regarding our commoncognitive practices as in need of revision.13
 12 This sort of dialectic can be pursued at considerable length. Another possibility for a ‘reduced’sense of ‘sofa’ in attributions to A is thing of a kind relevant to understanding what those thingsare (where some sofas are indicated). This sort of suggestion again (at best) confuses referencefixing and way of thinking. If one takes the proposal literally, the italicized phrase expresses a wayof thinking of things which is indexical; it will shift its application or referent from occasion tooccasion. ‘Sofa’ in our attributions to A is not indexical. (Cf. ‘Other Bodies’, sec. II (Ch. 4 above).)We can build into the thought experiments behavioral tests to help establish the point. For example,it could emerge under questioning that A would regard himself as subject to correction if he wereto allow the referent of ‘sofa’ to shift with context. One could perhaps modify the italicized phraseto thing of a kind relevant to understanding what I (or we) usually refer to when I have this sort ofexperience (or, alternatively, when I use ‘sofa’). But now it is clear that no one but a philosopherwould think of sofas in that complex, meta-level way. A complex analysis or theory of referenceshould not be conflated with the way A thinks of sofas. The counterfeit is recognized by Frege’stest. Such analyses, even if true, are informative. A might have to reason to decide whether theyare true. So the analysans need not yield the way A thinks of sofas. A might even lack notions thatoccur in the analysans without lacking his notion of sofa. No version of the reduced-sense line ofobjection that I know of is acceptable.
 13 There are, of course, the indeterminacy theses of Quine and Davidson and other views thatchallenge the objectivity and cognitive status of mentalistic attributions. For the indeterminacytheses, see Quine, Word and Object, and Davidson, Inquiries into Truth and Interpretation. Theseviews are somewhat orthogonal to our primary theses here, since they bear more directly on the
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 IV
 The story inherited from positivism holds that understanding sufficient forresponsible ratiocination—which is identified with understanding ordinary lin-guistic meaning—necessarily requires recognizing the truth of normative state-ments derived from synonymies. There are two things wrong with the story: thetwo sorts of understanding should not be identified; and neither sort necessarilyrequires belief in the relevant statements.
 Consideration of the dialectic for arriving at meaning-giving characteriza-tions (Section I) indicates different types or levels of understanding. Thereis, first, understanding sufficient to engage in responsible ratiocination witha notion expressed by a term.14 We presuppose that a person has this sortof understanding when we use the term in oblique position literally to spe-cify attitudes—when we treat the person as responsible to cognitive criticismby reference to the relevant normative characterizations. Such responsibility isusually incurred before normal competence is achieved. But even normal com-petence—the sort of understanding that one can reasonably expect of a personwho is a member of the community—typically throws up mistaken explicationsthat meaning-giving normative characterizations must correct. Finally, there isfull understanding of the meaning-giving normative characterization—the ideal,articulable mastery achieved by the most competent speakers or by an individu-al who fully understands his or her own idiolectic usage. The critical point isthat neither understanding sufficient for ratiocination nor normal competencerequires full understanding.
 Moreover, understanding the meaning-giving characterization for a term doesnot necessitate acknowledging it as true. It is sufficient to be able to apply theterm correctly and to give approximations to standard characterizations that maybe adjusted under reflection, criticism, or new information. There is a poten-tial gap between even the best understanding of accepted usage and belief. Theconsensus of the most competent speakers can be challenged. Usually such chal-lenges stem from incomplete understanding. But, as our arguments in Sections Iand II indicate, they need not. One may always ask whether the most competentspeakers’ characterizations of examples (or one’s own best characterizations)
 status of our conceptions than on their character. (It is doubtful, incidentally, that Davidson’s view isindividualistic.) However, I find unpersuasive all current doctrines that hold that mentalistic discourseis noncognitive or even (as a matter of principle) less cognitive or ‘factual’ than physicalisticdiscourse. Some of what I say here and in ‘Individualism and Psychology’ (Ch. 9 above) is materialfor supporting this view. In this latter article I argue that nonindividualistic, mentalistic methods ofindividuation are legitimate for and present in scientific explanation.
 14 Animal ratiocination is ontogenetically prior to any use or understanding of linguistic symbols.In omitting animal thought from the present discussion I am not overlooking or denigrating it. Ithink, however, that it does not involve certain sorts of intellectual responsibility, the norms forwhich are my present concern.
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 are correct, and whether all examples usually counted archetypical should beso counted.
 The impetus to accept these conclusions, and their anti-individualistic corol-laries, already lies implicit, I think, in Quine’s first point against positivism. Ihave in mind his point that there is no separating truths of meaning or truthsof logic (or criterial truths, or truths of reason, or necessary truths) from truthsof fact. (Cf. note 5.) In stating a truth of meaning (however one construes thenotion), one is not stating a degenerate truth. To put this crudely: in explicatingone’s ‘meanings’, one is equally stating nondegenerate truths—‘facts’. So giv-ing a true explication is not separable from getting the facts right. It is a shortstep from this point to the observation that truths of meaning are dubitable.
 Of course, the key idea is much older. Our cases develop a theme from theSocratic dialogues: Thought can correct meaning. Although dialectic typicallyserves to correct wayward belief and incomplete understanding, there remainsthe possibility that the discussion will overflow the boundaries of the establishednorms. A conventional norm is nearly always subject to the most general eval-uative question: ‘Is it true?’ If new empirical facts or new insights are importedinto the discussion, the background assumptions of normative characterizationsmay be undermined, and the characterizations themselves may be shown to bemistaken.
 The fact that thought can correct meaning has significant consequences fora philosophy of mind. A consequence I shall develop is a distinction betweencognitive value and conventional (or idiolectic) linguistic meaning. There aretwo closely related arguments for this distinction. One derives from the possib-ility of doubt. The other issues from reflection on the epistemic possibility ofradical theoretical change.
 We must be able to specify a person’s thoughts in situations where meaning-giving normative characterizations come under fire. Since it is possible todoubt such characterizations (and their logical consequences), it is possibleto find them informative. Doubts of such characterizations (‘Sofas are piecesof furniture … meant for sitting’) are supported by publicly recognized meansdifferent from those which would support doubt of the corresponding identityjudgment (say, the judgment that sofas are sofas). In short, such characteriza-tions have different cognitive values from those of the corresponding identityjudgments. So in interpreting a specification of a belief that sofas are pieces offurniture … meant for sitting, one must assign different cognitive values or unitsof potential information—to the conventionally synonymous phrases (‘sofa’ and‘piece of furniture … meant for sitting’) as they occur in such specifications.Thus cognitive value and conventional meaning should be distinguished.15
 15 The argument, of course, is a variant of Frege’s for distinguishing senses from one anotherand from denotation. The argument should not be construed in a narrowly linguistic manner. Its aimis to illumine the cognitive phenomena underlying the language about belief. Cf. ‘On Sense andReference’, in P. T. Geach and Max Black (eds.), Translations from the Philosophical Writings of
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 The same conclusion can be derived from considering possible linguistic orconceptual change pursuant to disagreement over meaning-giving normativecharacterizations. For example, it is possible to doubt that sofas are all andonly pieces of furniture of a certain construction meant or made for sitting. Ifthe doubt were to prove well founded, the conventional meaning of ‘sofa’ wouldbe forced to change. But despite the change, it might remain appropriate, beforeand after the change, to attribute propositional attitudes involving the notion ofsofa. Both before and after, A and his opponents would agree that these aresofas. Before and after, they would be characterized as having disagreed overwhether all and only sofas are furnishings of a certain structure made or meantfor sitting.
 This situation bears some analogy to cases of theoretical change in science.Dalton and his predecessors defined ‘atom’ (and its translations) in terms of indi-visibility. Major theoretical changes intervened. The definition was discarded.Despite the change, we want to say, Dalton wrongly thought that atoms wereindivisible: despite his erroneous definition, he had the ‘concept’ of atom (notmerely the referent of ‘atom’). I think that this sort of attribution is defensiblein a wide variety of central examples of scientific developments, even in thelight of Kuhnian insights into scientific revolutions. Although I cannot developthe point here, the distinction between theoretical meaning and cognitive valueis in many ways analogous to that between conventional meaning and cognitivevalue.
 It would be a mistake, however, to assimilate commonsense notions to atheoretical paradigm. Although meaning-giving characterizations from ordinaryterms or notions are vulnerable to theoretical change, they differ from the-oretical definitions of terms whose original home is a systematic theory, notonly in that they are more stable and in that sense less vulnerable to theor-etical criticism. They also differ in the means by which they are known andchecked and in the ways in which they are vulnerable. (This is one durableelement in the problematic observational/theoretical distinction.) The dialecticthat we have been exploring seeks to derive characterizations from reflection
 Gottlob Frege (Oxford: Basil Blackwell, 1966). Although there are differences between my view of‘cognitive value’ and Frege’s, the conclusion of my argument as so far stated is also Fregean in spirit.In Frege’s view, what sense an expression expressed was fixed by a deep rationale underlying theexpression’s use and understanding—a rationale that might not have been understood by anyone.Cf. my ‘Frege on Extensions of Concepts, from 1884 to 1903’, The Philosophical Review, 93,(1984), 3–34, esp. 3–12, 30–34; repr. as ch. 7 in Truth, Thought, Reason; and ‘Frege on Sense andConventional Meaning’, in David Bell (ed.), The Analytical Tradition in Contemporary Philosophy(New York: Cambridge University Press, 1986). Other, lesser reasons for distinguishing meaningand cognitive value appear in my ‘Sinning against Frege’, The Philosophical Review, 88, 3 (July1979), 398–432; repr. as ch. 5 in Truth, Thought, Reason. I might add here that, although I have beenspeaking of cognitive value and conventional linguistic meaning as if they were different entities,nothing so far said commits me to regarding them in this way. One might take the expressions aslabels for different methods of interpretation. The pressure to speak of entities, which is I think moreinsistent in the case of cognitive value, derives from providing a systematic semantical interpretationof the relevant discourse.
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 on perceived examples picked out by common indexical usage. By contrast,the natural sciences, whose methodology we best understand, do not expect toreach their normative characterizations through simple reflection on usage orcommon perceptual experiences. Theoretical terms are not indexically appliedto perceived objects. (‘This is a quark; see the quark’—not kosher.) Ordinarywords (or notions) for ordinary entities are given their life and meaning throughsuch applications. Not only meaning-giving characterizations for these words butalso doubts about these characterizations must accord with the bulk of ordinary,indexically aided, perception-based uses of these words—uses which yield thearchetypical examples. This fact is part of what underlies the relative securityof commonsense notions for observables.16
 On the other hand, the fact that ordinary conceptions are more familiar andless embedded in a systematic theory does not indicate that normative charac-terizations involving them are indubitable or immune from theoretical intrusion.Criticism can emerge unforeseen from almost any quarter. This open-endednessis a matter of principle. It motivates the distinction between cognitive value andconventional linguistic meaning.
 There was never any obvious reason why the two notions should coincide.They are responsible to different paradigms, and their explanatory purposesare distinct. Cognitive value is fitted to explicating possible differences in atti-tudes—cognitive perspective. Such differences are invoked to explain action andepistemic inquiry. Frege’s test for differential dubitability, when accompaniedwith requirements that doubt be supportable by publicly recognized methods,is a defeasible but profoundly valuable tool in individuating cognitive values.Attributions of continuity through changes of conventional or theoretical mean-ing provide another touchstone for cognitive value. Conventional meaning, bycontrast, is fitted to describing reflective agreement on the means of convey-ing, in short order, accepted usage. Dialectic ending in reflective equilibriumamong competent speakers is a defeasible but reliable tool for individuatingconventional meanings.
 The two notions differ not only in their explanatory or descriptive purposesbut in the ways they provide a basis for applying norms in our linguistic and cog-nitive practice. Conventional meaning provides norms for ideal competence byreference to which a person’s usage and beliefs may be corrected. The norm-ative function of cognitive value is more complex. On one hand, the notion
 16 It is, for example, appropriate (as distinguished from merely possible) to doubt the existence ofentities categorized by an ordinary notion, like sofa, only by appealing to doubts about the veridic-ality (referentiality) of typical perceptual experiences of entities so categorized. ‘Ordinary’ notionsare those, unlike phlogiston or witch, which in an ordinary sense and in ordinary circumstances arethought to apply to entities that are perceived and are not taught or applied by reference to a theorythat depends heavily on assumptions about events or powers that are not commonly perceived. Aslong as archetypical perceptual applications (‘That’s a sofa’) are not criticized wholesale, doubtsabout normative characterizations of such entities categorized by ordinary notions can be quiteradical without undermining the basic usefulness of the categorizing notion.
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 marks the minimum competence necessary for ratiocination specifiable with theterm. To be attributed the ‘concept’ of sofa—and to have one’s attitudes literallyand correctly specified with ‘sofa’ in oblique occurrence—one must be able touse the term ‘sofa’ sufficiently well to be attributed mistakes and true beliefsabout what sofas are. On the other hand, the notion of cognitive value marksthe openness of established normative characterizations to correction by refer-ence to nonconventional theory. One may use one’s concept of sofa to criticizeconventional meaning.
 Earlier in this section we distinguished different levels of understanding,culminating in ideal, articulable mastery of a conventional normative character-ization. Is there a further sort of ideal understanding associated with cognitivevalue? There is no simple answer. In order to think with a given cognitivevalue (or concept), one need only attain the minimal level of understandingmentioned earlier. Usually, the best understanding one can achieve of a cognit-ive value is that offered by accepted normative characterizations and whateverbackground information accompanies them. Thus full understanding of cognitivevalue is normally not distinct from ideal understanding of ordinary usage andmeaning. (In such cases, the cognitive value expressed by a term is, however,still individuated differently from its linguistic meaning.) When thought doescorrect meaning, one may achieve a revised understanding of cognitive valuebased on theoretical realization that goes beyond ordinary usage and meaning.Understanding of this sort bears comparison with the sort of ultimate insight,championed by the rationalist tradition, that was regarded as concomitant withdeep foundational knowledge. Perhaps foundations and ultimacy are not to beexpected. But our cognitive commitments and potential go beyond the bound-aries set by conventional (or idiolectic) linguistic meaning.
 V
 A central aim, some have said the central aim, of the analytic tradition hasbeen to give an account of thought and meaning by reference to some pattern ofactivity by language-users or thinkers. There are various positions on the relativepriority of thought and meaning. One approach, distinctive of this century, is toexplicate thought in terms of linguistic meaning and thinking in terms of usingsymbols with such meaning. A more traditional view is to explicate linguisticmeaning in terms of thought. A third view, which I regard as correct, is thatthe two notions are interwoven in complex ways which render it impossiblefully to analyze one in terms of the other. But with all these approaches, asyndrome of philosophizing characteristic of the analytic tradition has been toexplicate both mind and meaning in terms of some pattern of activity: behavior,use, functional role, verification or confirmation procedure, computational role,subjective probability metric, teaching or interpretation procedure, illocutionaryor perlocutionary act potential—and so on.
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 Surely, some pattern of actual physical, linguistic, or mental activity is essen-tial to investing any given act with linguistic meaning or cognitive value. Suchactivity is even, I think, necessary to making meaning and cognitive value pos-sible. Several of the use-based accounts have illumined and deepened this point.But, when these accounts have posed as reductive explanations, they have beennotably unilluminating. Most have been extremely programmatic. And wherethey have become more specific, they have become clearly implausible. Iron-ically, these implausibilities have often been made the basis of sceptical attackon intentional notions. I think the proper object of blame is the assumption thata reduction must be possible.
 One significant obstacle to reduction is the complexity forced on reduct-ive accounts by the failure of individualism. Both the conventional linguisticmeaning and the cognitive value expressed by an individual may vary with theindividual’s environment, even as the individual’s activities, individualisticallyand nonintentionally specified, are held constant.
 Despite these similarities, conventional linguistic meaning and cognitive valuerelate to use, or nearly any actual pattern of activity, in significantly differentways. I shall first sketch an application of the point to linguistic use, and thengeneralize it.
 Schematically, our thesis is that in certain senses, ‘use’, socially conceived,necessarily ‘fixes’ conventional linguistic meaning; but ‘use’ (individualisticallyor socially conceived) does not necessarily ‘fix’ cognitive value. This generalschema comprehends a variety of specific instantiations. I shall try to articulatetwo.
 The most straightforward specification of the thesis proceeds from an inten-tional conception of use and an epistemic conception of fixing. Ordinary, thor-ough, unimpeded, rational reflection by members of a community on the totalityof their actual communal practices—all patterns of assertion, deference, teach-ing, persuasion—would necessarily suffice to yield a characterization that in factgives the term’s conventional meaning. This fact reflects the common observa-tion that there can be nothing hidden or esoteric about the public conventionalmeaning of an expression. Such meaning derives from ideal projections fromwhat people do and what people believe about what they do.
 But this limitative point does not apply to the relation between ‘use’ and cog-nitive value. Reflection on and analysis of linguistic use at any given time neednot suffice to explicate cognitive value correctly. For the question of whethercommunally (or individually) acceptable normative characterizations should beaccepted —whether the totality of communal (or individual) practices should berevised —can always be raised. Such questions may survive reflection on actualusage and may lead, by means of new theory, to changed practice. Cognitivevalue partly functions to make such questions possible and to interpret caseswhere their answer forces revisions in conventional meaning and actual use.
 A second version of my thesis employs a noncognitive conception of fixing.Hold constant all discriminations that members of a person’s community make,
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 or are disposed to make, with a given term at a given time. (One may includeamong these discriminations all beliefs and assertions expressed with help ofthe term, with the proviso that one leaves unspecified the meaning and cognitivevalue of the term.) Then the linguistic meaning of the term at the given timecould not possibly vary; but its cognitive value could—if the nature of theenvironment, or the subjects’ relations to it, were in certain ways varied.
 These points about the distinction between conventional meaning and cognit-ive value generalize to nearly all other conceptions of meaning that are similarlyexplicated or ‘fixed’ in terms of conformity to some actual pattern of activity ordispositions to activity. For insofar as meaning is representational or purports toconvey information, the question of whether the information has been correctlyidentified or characterized can be raised. One can thereby question whether therelevant underlying pattern of activity should be as it is. Cognitive values areindividuated in such a way as to allow such radical questions to be raised.
 Intentional mental states and events are individuated in terms of cognitivevalue. We have no other systematic, cognitively informative way of individuatingthem. Since communally accepted characterizations as well as expert opinioncan be doubted, the ultimate authority regarding the application, explication,and individuation of a subject’s intentional mental events does not derive solelyfrom the actual motions, behavior, actions, usage, practices, understanding, oreven (except trivially) thoughts of any person or social group. Our conception ofmind is responsive to intellectual norms which provide the permanent possibilityof challenge to any actual practices of individuals or communities that we couldenvisage.
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 In this paper I will develop two limited senses in which the study of language,specifically semantics, is the study of a partly social phenomenon. These sensesare compatible with the idea that the study of language is a part of individualpsychology. I will argue for this standpoint from some obvious facts abouthuman interaction together with elements from a view, which I have supportedelsewhere, that the semantics of a language is partly dependent on relationsbetween individual speakers and their physical environments. Most of what Isay about language will apply to individual psychology. I begin by discussingtwo background senses in which language is social.
 Language is social in that interaction with other persons is psychologicallynecessary to learn language. Some philosophers have made the further claimthat there is some conceptually necessary relation between learning or having alanguage and being in a community. I do not accept this view. I assume onlythat it is a psychologically important fact that we cannot learn language alone.
 Language is social in another sense. There is a rough, commonsensical set oflanguages—English, German, and so on—and dialects of these languages, thatare in some vague sense shared by social groups. Of course, problems attendtaking commonsense languages to be objects of systematic study. The normaldivisions among languages correspond to no significant linguistic distinctions.
 But this issue is really quite complex. In studying language or dialect ina systematic way, we commonly do not specify who uses the constructionat issue, and we commonly assume that there is common ground among alarge number of speakers—even though we are studying matters that are notspecies-wide. In historical studies, for example, we must abstract from individu-al usage in order to get any generality at all. We simply do not know enoughabout the quirks of individual usage to make an interesting subject matter: onemust study such things as the history of a word, understood more or less inthe commonsensical, trans-individual way. In semantics, one provides theor-ies of reference or meaning in natural language again in nearly total disregardof individual variations, even for phenomena that are by no means universal orspecies-wide.
 These facts of theoretical usage suggest that there is some theoretical point totaking dialects or other linguistic units as abstractions from some sorts of social
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 patterns. Perhaps the abstractions warrant thinking of individual variation as aninterference to be accounted for after the primary theorizing is done. I thinkthat there is something to this point of view. Nothing that I will say contradictsit. But the point of view is limited. It cannot provide anything like a completepicture.
 One source of limitation derives from the wide variation among any groupof individuals on numerous non-universal aspects of language use. People donot share exactly the same vocabulary, for example. People often use wordsin idiosyncratic ways that exempt them from evaluation by any socially accep-ted standard. Such quirks motivate the bromide that one should not invokemajority usage “imperialistically” to fit individual variations into a standardizedmold. These two points alone make it likely that no two people speak the same“version” of any natural language or dialect.
 There is a general reason for variation among individuals’ language use.Languages depend on the experiences, usage, and psychological structures ofindividuals. Variation in individuals’ word meaning, for example, is the naturalresult of the close relation between meaning and belief. Although the precisecharacter of this relation is controversial and although intuitively meaning doesnot vary as freely as belief, some variation in meaning with individual beliefis inevitable. The interplay between meaning and belief is a special case ofthe interplay between actual languages and psychology—about which similarpoints regarding individual variation could be made. It is therefore plausible thatin studying language one must study the languages of individuals, idiolects.
 These considerations suggest aiming for a science of universal aspects oflanguage and for a study of non-universal aspects of language, both of whichare tailored to the usage and psychology of individual speakers. I accept thismuch. Some have drawn the further inference that such a program’s methodof kind-individuation is independent of any considerations of social interactionamong individuals. I will argue that this inference is unsound.
 The inference just cited may be suggested by Chomsky’s methodology forstudying syntax. Actually, Chomsky is more cautious. What he is firm about isthat there is a study of universal grammar which can be investigated independ-ently of the diversity among individuals, and that linguistics (at least the sort oflinguistics he pursues)—both universal and individual—is a part of individualpsychology.1 I shall argue that social factors may enter in complex ways intoindividual psychology and the semantics of idiolects.
 Unlike many philosophers, I do not find Chomsky’s methodology misguided.His views that linguistic structures are real, that some of them are universal,and that they are mental structures seem to me substantially more plausible than
 1 Noam Chomsky, Knowledge of Language: Its Nature, Origin, and Use (New York: Praeger,1986), 18. Chomsky recognizes the possibility of “other kinds of study of language that incorpor-ate social structure and interaction”. Chomsky’s methodology for studying language goes back toAspects of the Theory of Syntax (Cambridge, Mass.: MIT Press, 1965).
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 alternatives.2 Arguments that we may speak merely in accidental accord with thestructures postulated in linguistics, or that there is no scientific way to investigateuniversality of syntax, or that generative linguistics has no direct place in psy-chology, seem to me unconvincing and indicative of mistaken methodology. Ishall not review these arguments.
 The study of universal grammar is informed by certain simplifying idealiza-tions. The idealization most relevant to this discussion attempts to cut throughthe variation and “noise” associated with usage in a community. The linguistconsiders an idealized “speech community” that is “uniform”—internally con-sistent in its linguistic practice (cf. n. 1). Without denying that individuals aremembers of a community, and without denying that they could develop intomature language-users only because they are, the idealization attempts to studyan individual in complete abstraction from the actual presence of others. Anygiven individual is taken as a representative having universal linguistic abilitiesor cognitive structures. The assumption is that underlying the variation amongindividuals, there is a common initial linguistic capacity that is specific enoughto have certain definite structural features and that is capable of further linguisticdevelopment in certain delimited and specifiable ways. Variations in individualgrammar are taken to be results of a fixing of parameters from a set of delimitedalternatives.
 For present purposes, I accept this idealization regarding universal grammar.It has received substantial support through its fruitful application both in purelinguistics and in developmental psycho-linguistics. (I will conjecture about aqualification on the idealization as applied to individual syntax later; cf. n. 4.) Ibelieve that the methodology accompanying this idealization has some applica-tion to universal and individual aspects of semantics. But here the situation is, Ithink, more complex. In particular, I think that relations to others do affect theindividuation of some semantical kinds. To consider the role of social elementsin semantics, I want to start further back.
 In recent years I have argued that the natures of many of our thoughts are indi-viduated non-individualistically. I shall have to presuppose these arguments. Butaccording to their common conclusion, the individuation of many thoughts, ofintentional kinds, depends on the nature of the environment with which we inter-act. What information we process—for example, what perceptions we have—isdependent on the properties in the empirical world that members of our spe-cies normally interact with when they are having perceptual experiences. Whatempirical concepts we think with are fixed partly through relations to the kindsof things we think about.3
 2 This view hinges not only on intuitive linguistic data but on studies of development, learning,psychological simplicity, language deficit, psychological processing, and so on. See, e.g., NoamChomsky, Lectures on Government and Binding (Dordvecht: Foris, 1982), ch. 1.
 3 “Non-individualistic” in this context does not entail “social”. The environment can be eitherphysical surroundings or social surroundings. I begin with physical surroundings alone.—
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 It is easy to confuse this view with another more obvious one. It is obviousthat if we did not interact with the empirical or social worlds, we would not havethe thoughts we do. Our thoughts and perceptions are causally dependent on theenvironment. My view concerns not merely causation; it concerns individuation.
 Distinguishing the point about individuation from the point about causationis easiest to do by putting the point about individuation in terms of superveni-ence. Our thoughts do not supervene on the nature and history of our bodies,considered in isolation from the environment, in the following sense: It is in prin-ciple possible for one to have had different thoughts from one’s actual thoughts,even though one’s body had the same molecular history, specified in isola-tion from its relations to a broader physical environment. The same chemicaleffects on our bodies might have been induced by different antecedent condi-tions (perhaps, but not necessarily, including different causal laws). The pointabout individuation is not only that actual thoughts (like actual chemical effects)depend on the actual nature of the environment. Even if the effects had beenchemically the same, it is possible in some cases for the thoughts, the informationabout the environment carried in our mental states, to have been different—ifthe environmental antecedents of those effects had been relevantly different. Thekind of thought that one thinks is not supervenient on the physical make-up ofone’s body, specified in isolation from its relations to the environment. Thoughtkinds are individuated in a way that depends on relations one bears to kindsin one’s physical environment. On this view individual psychology itself is notpurely individualistic.
 The failure of supervenience in no ways casts doubt on investigations ofneural or biological realizations of mental structures. The failure of superveni-ence requires only that the identity of certain mental structures be dependent onrelations between the individual and the environment. The identity of a heartdepends on its function in the whole body—on its relations to parts of the bodyoutside the heart. In a crudely analogous way, the identities of some mentalkinds depend on those kinds’ relations to entities beyond the individual’s body.They depend on cognitive function, on obtaining information, in an environmentin something like the way the kind heart depends for its individuation on thefunction of the heart in the body that contains it.
 The failure of supervenience also does not entail that an individual psycho-logy that takes its kinds not to be supervenient on an individual’s body muststudy—or make theoretical reference to—the relations between individual and
 The arguments against individualism that I shall be presupposing may be found in Tyler Burge,“Individualism and the Mental”, Midwest Studies of Philosophy, 4 (1979), 73–121; idem, “OtherBodies”, in A. Woodfield (ed.), Thought and Object (Oxford: Oxford University Press, 1982); idem,“Individualism and Psychology”, Philosophical Review, 95 (1986), 3–45; idem, “Cartesian Error andthe Objectivity of Perception”, in P. Pettit and J. McDowell (eds.), Subject, Thought, and Context(Oxford: Oxford University Press, 1986); idem, “Intellectual Norms and Foundations of Mind”, TheJournal of Philosophy, 83 (1986), 697–720 (Chs. 5, 4, 9, 7, 10 in this volume.) Different argumentsbring out different environmental interdependencies.
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 environment that are presupposed in the individuation of its kinds. It is open topsychology to take such kinds as primitive, leaving their presupposed individu-ation conditions to some other science or to philosophy. I believe this often tobe the right course.
 The arguments for anti-individualistic individuation of mental kinds can beextended in relatively obvious ways to show that much of semantics is not purelyindividualistic.4
 The claim that semantics is non-individualistic is not merely a claim thatthe referents of an individual’s words could in principle vary even though thehistory of the individual’s body, considered in isolation from the environment,were held constant.5 The claim is more comprehensive. The empirical referents
 4 Are syntactical elements and structures individualistically individuated? This question is closeto the issue regarding the autonomy of syntax. But one should not identify the two questions. Thediscussions of the autonomy of syntax concern whether some non-syntactical parameter must bementioned in stating syntactical generalizations. Our question concerns not the parameters mentionedin stating rules of syntax, but the individuation of the syntactical elements. Syntax could be non-individualistic and yet be autonomous (see the preceding paragraph in the text). Evidence has beensuggesting that syntax is much more nearly autonomous than common sense might have realized.My reasons for thinking that individual psychology is non-individualistic in its individuation ofsome thought kinds have nothing directly to do with syntax. They derive purely from considerationsthat, within the study of language, would be counted semantic. What is at issue then is whetherbecause of some functional relation to semantics, some syntactical kinds are non-individualisticallyindividuated.
 I think it arguable that much of syntax is individualistically individuated, or at least no lessindividualistically individuated than ordinary neural or biological kinds are. But it seems likely thatlexical items are individuated in a content-sensitive way. Words or morphemes with the same phon-etic and structural-syntactic properties are distinguished because of etymological or other semanticaldifferences. Even if it turned out that every such lexical difference were accompanied by other syn-tactic or phonological differences, it would seem plausible that the latter differences were dependenton the former. So it seems plausible that the lexical differences do not supervene (in our specifiedsense) on other syntactic or phonological differences.
 Although most philosophers write as if only word types are ambiguous, it is clear that wordtokens are often ambiguous. It is arguable that only word tokens, never word types, are ambiguous.I do not find this view plausible: words with different but etymologically and semantically relatedsenses are individuated as the same word type. But the view is a useful antidote to habits in thephilosophy of language. In any case, word individuation appears to be semantically dependent.
 Assuming this to be true, and assuming that semantics is non-individualistic, it follows that whatit is to be a given word sometimes depends (in the way that what it is to be a given meaning orconcept depends) on relations between the individual and the objective, empirical world. Whetherthis is true about lexical items, and how far it might extend beyond the individuation of lexical items,is a question I leave open here. The answer will not very much affect the practice of generativegrammar, since environmental relations need not be mentioned in syntax. But it will affect ourunderstanding of the place of syntax in our wider theorizing about the world.
 Similar issues might be raised about some universal syntactic categories (animate, agent, etc.). Andas James Higginbotham has pointed out to me, analogous questions may be raised about the relationbetween phonology and ordinary perception. Ordinary perceptual kinds are not individualisticallyindividuated (see n. 6). It may be that this fact should affect our understanding of perception studiesin phonology.
 5 This view, though not trivial, is a consequence of a view that is widely accepted. It is a con-sequence of the work of Donnellan and Kripke, and indeed Wittgenstein, on reference. I will notdefend it here. But I will develop a reason for its inevitability below. Numerous examples indicatethat an individual’s proper names, kind terms, demonstratives, and various other parts of speech
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 of an individual’s word are obviously not themselves part of the individual’spsychology, or point of view. Thoughts are the individual’s perspective on theworld. And meanings or senses are, very roughly speaking, a speaker’s way ofexpressing such perspective in language. They are what an individual under-stands and thinks in the use of his words. My thesis is that even (many of)those aspects of semantics that would be reflected in meaning or sense, and thatwould be represented in an individual’s thought processes, in his psychology,are non-individualistically individuated. What a word means, even in an indi-vidual’s idiolect, can depend on environmental factors, beyond an individual’sbody, considered as a molecular structure.
 I think it plausible that some meanings of words are universal to the speciesin that if a person has the requisite perceptual experience and acquires languagenormally, the person will have words with those meanings. A likely source ofsuch universality is perceptual experience itself. It appears that early vision islanguage-independent and constant for the species. Because of the evolutionof our species, we are fashioned in such a way that perceptual experience willautomatically trigger the application of perceptual notions associated with innatedispositions. Linguistic expressions for such perceptual notions as edge, surface,shadow, under, curved, physical object, and so on, are likely to be tied toelementary, universal perceptual experience, or to innate states fixed by species-ancestors’ perceptual interactions with the world.
 Many such notions can be shown to be non-individualistically individuated. Itis possible to construct hypothetical cases in which the optical laws of the worldare different, and the interactions of one’s species with elements of the worldare different, so that different perceptual notions, carrying different perceptualinformation, are innate or universally acquired. But in these same cases, one cancoherently conceive an individual whose bodily history is molecularly identicalto one whose perceptual notions are like ours. (The optical differences neednot prevent, in certain special cases, a given individual from being affected inthe same chemical way by different causal antecedents in the empirical world.)So the perceptual content or information of his experience is different—he hasdifferent perceptions—even though his body is, individualistically specified, thesame. In such a case, it is clear that the meanings or senses of his words forobjective, perceptual properties will also be different.6
 have definite referents even though the individual could not, by other means, discriminate the referentfrom other possible or actual entities that might have been in an appropriate relation to the indi-vidual’s words—other entities that might have been the referent even though the individual’s bodycould have remained molecularly the same. See Saul Kripke, Naming and Necessity (Cambridge,Mass.: Harvard University Press, 1980); Keith Donnellan, “Proper Names and Identifying Descrip-tions”, in D. Davidson and G. Harman (eds.), Semantics of Natural Languages (Dordrecht: Reidel,1972); Hilary Putnam, “Is Semantics Possible?” and “The Meaning of ‘Meaning’ ”, in PhilosophicalPapers, ii (Cambridge: Cambridge University Press, 1975); and numerous other works.
 6 See David Marr, Vision (San Francisco: W. H. Freeman and Co., 1982) for a very explicitstatement of the non-individualistic methodology. For a more general review of the point that anti-individualistic individuation is implicit in all scientific theories of perception, see Neil Stillings,
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 Thus the view that certain concepts and meanings are non-individualisticallyindividuated is compatible with those concepts and meanings being innate. Theeffect of the environment in determining psychological kinds may occur in theevolution of the species as well as in the experiential history of the individual.
 Whether or not they are universal, virtually all concepts and meanings thatare applied to public objects or events that we know about empirically are non-individualistically individuated. Such meanings attributed by semantics, and suchconcepts attributed by individual psychology, are non-individualistic to the core.
 So far I have stated an anti-individualistic view of psychology and semanticsthat is entirely independent of social considerations. The failure of individu-alism derives, at this stage, purely from relations between the individual andthe empirically known physical world. Now I want to use considerations thatunderlie this non-social anti-individualism to show how social elements enterthe individuation of linguistic and psychological kinds. In a sense I will deriveprinciples underlying social anti-individualistic thought experiments (see my“Individualism and the Mental”) from obvious facts, together with some of theprinciples underlying non-social anti-individualistic thought experiments.
 As a means of setting background, I begin with Chomsky’s suggestion forincorporating social elements into semantics. Responding to Putnam’s “divisionof linguistic labor”, he writes.7
 In the language of a given individual, many words are semantically indeterminate in aspecial sense: The person will defer to ‘experts’ to sharpen or fix their reference. … Inthe lexicon of this person’s language, the entries [for the relevant words] will bespecified to the extent of his or her knowledge, with an indication that details are to befilled in by others, an idea that can be made precise in various ways but without goingbeyond the study of the system of knowledge of language of a particular individual.Other social aspects of language can be regarded in a like manner—although thisis not to deny the possibility or value of other kinds of study of language thatincorporate social structure and interaction.
 Chomsky’s proposal is certainly part of a correct account of the individu-al’s reliance on others. I do not want to dispute the cases that he specific-ally discusses. I think, however, that the proposal cannot provide a complete
 “Modularity and Naturalism in Theories of Vision”, in. L. Garfield (ed.), Modularity in Know-ledge Representation and Natural-Language Understanding (Cambridge, Mass.: MIT Press, 1987).For the cited philosophical arguments, see Burge, “Individualism and Psychology”, and “CartesianError”. The former article discusses Marr’s theory. For perception, the point is really pretty obviouseven apart from philosophical argument: perceptual states are individuated by reference to physicalproperties that bear appropriate relations to the subjects’ states or those of his species-ancestors.
 Although Chomsky does not discuss non-individualistic features of the visual system, he clearlymakes a place for psychological states that have a different genesis and different conditions forindividuation from those psychological states that constitute the structures of universal grammar.He counts such states part of the ‘conceptual system’, and uses vision as a prime example (seeChomsky, Rules and Representations).
 7 Chomsky, Knowledge of Language, 18. The relevant articles by Hilary Putnam are “Is SemanticsPossible?” and “The Meaning of ‘Meaning’ ”.
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 account. My first concern is that it might be read to imply that in all relevantcases, the reference of an individual’s own word is semantically indeterminate:determinateness only appears in the idiolects of the “experts”. (I am not surewhether Chomsky intends the proposal in this way.) Sometimes the referenceof a relevant term is incomplete or vague. But sometimes, even in cases wherethe individual’s substantive knowledge in explicating features of the referent isvague, incomplete, or riddled with false belief, the reference is as determinateas anyone else’s. The reference of an individual’s word is not always dependenton what the individual knows or can specify about the referent. When the indi-vidual defers to others, it is not in all cases to sharpen or fix the reference, butto sharpen the individual’s explicative knowledge of a referent that is alreadyfixed. Our and the individual’s own attitudes toward the specification of thereference often makes this clear (see n. 5).
 For present purposes, brief reflection on various natural kind terms that weuse without expert knowledge should make the point intuitive. One might use‘feldspar’, ‘tiger’, ‘helium’, ‘water’, ‘oak’, or ‘spider’, with definite referentseven though one cannot oneself use one’s background knowledge to distinguishthe referent from all possible counterfeits. Knowledge obtained from better-informed people—they need not be experts—often tells one more about thestandard kinds we all refer to with these words. It does not in general changethe referents of our words. (This is not to deny that sometimes experts’ termshave different, more technical meaning than lay usage of the same word forms.)The referents of such kind terms is simply not fixed entirely by the individual’sbackground knowledge. Individuals often recognize this about their own terms.Although this point could be supported through numerous cases, and throughmore general considerations, I think that it is fairly evident on reflection. I shallassume it in what follows.
 Even granted this qualification, Chomsky’s proposal will not provide a com-plete account of the individual’s own language—or even of the individual’sknowledge of his or her idiolect. For in some cases, an individual’s explication-al ability not only does not suffice to fix the referent of the individual’s word; itdoes not exhaust the meaning expressed by a word in the individual’s idiolect.
 I distinguish between a lexical item and the explication of its meaning thatarticulates what the individual would give, under some reflection, as his under-standing of the word. Call the former “the word” and the latter “the entry forthe word”. I also distinguish between the concept associated with the wordand the concept(s) associated with the entry. Call the former “the concept” andthe latter “the conceptual explication”. Finally, I distinguish between a type ofmeaning associated with the word, “translational meaning”, and the meaningassociated with its entry, “explicational meaning”. For our purposes, the explic-ational meaning is the semantical analog of the conceptual explication. Thetranslational meaning of a word can be articulated through exact translation andsometimes through such trivial thoughts as my word ‘tiger’ applies to tigers, butneed not be exhaustively expressible in other terms in an idiolect.
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 A traditional view in semantics is that a word’s explicational meaning and itstranslational meaning are, for purposes of characterizing the individual’s idiolect,always interchangeable; and that the individual’s conceptual explication alwayscompletely exhausts his or her concept. This view is incorrect. It is incorrectbecause of the role that the referent plays in individuating the concept andtranslational meaning, and because of the role that non-explicational abilitiesplay in the individual’s application of the word and concept. Accounting for aperson’s lexical entry or conceptual explication is relevant to determining thenature of a person’s meaning or concept. But the two enterprises are not thesame. I will try to give some sense for why this is so.
 Let us begin by concentrating on the large class of nouns and verbs that applyto everyday, empirically discernible objects, stuffs, properties, and events. I havein mind words like ‘tiger’, ‘water’, ‘mud’, ‘stone’, ‘tree’, ‘bread’, ‘knife’, ‘chair’,‘edge’, ‘shadow’, ‘baby’, ‘walk’, ‘fight’, and so on. Except for tense, these wordsare not and do not contain indexicals in any ordinary sense. Given only that theirmeaning in the language is fixed, their applications or referents are fixed. They donot depend for their applications on particular contexts of use; not do they shifttheir applications systematically with context or with the referential intentionsof speakers. Without contextual explication or relativization, we can trivially,but correctly, state their ranges of applications: ‘tiger’ applies to tigers; ‘walk’applies to instances of walking; and so on. Contrast: ‘then’ applies to then. Thislatter explication requires a particular context to do its job, a particular, context-dependent application of ‘then’ to a salient time. The constancy of applicationof non-indexical words, within particular idiolects, is a feature of their meaningand of the way that they are understood by their users.
 Although the reference of these words is not all there is to their semantics,their reference places a constraint on their meaning, or on what concept theyexpress. In particular, any such word w has a different meaning (or expresses adifferent concept) from a given word w ′ if their constant referents, or ranges ofapplication, are different. That is part of what it is to be a non-indexical wordof this type.8
 The individual’s explicational beliefs about the referents of such words, hisconceptual explications, do not always fix such words’ referents, even in hisidiolect. So, by the considerations of the previous paragraph, they do not alwaysfix such words’ meanings or concepts in the individual’s idiolect.
 8 The ontology of meanings or concepts is unimportant for these purposes. But I assume thestandard view that the meaning or concept should not be identified with the word—since differentwords could express the same meaning or concept, and the same word can express different meaningsor concepts. I assume also that the meaning or concept should not be identified with the referent,since a meaning or concept is a way of speaking or thinking about the referent. Of course, sometimeswords express meanings or concepts that have no referent. And meanings or concepts normally havevague boundaries of application.
 The point about non-indexicality can be established on purely linguistic grounds. I discuss thenon-indexicality of the relevant words in more detail in Burge, “Other Bodies” (Ch. 4 above).
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 The point that explicational beliefs do not always fix reference is substantiatednot only through the examples that have dominated the theory of reference forthe last forty years (see n. 5). It is also supported by considering the dialecticby which we arrive at conceptual explications, or lexical entries.
 Sometimes such explications are meant to produce approximate synonymies(as in the explication of ‘knife’). Other times, not (‘tiger’, ‘water’). In thecases we are discussing, applications of the words are backed by and learnedthrough perceptual experience. Perceptually fixed examples typically determinethe application of the word before conceptual explications do.9
 Conceptual explications are typically inferences from these perceptual exper-iences, or general epithets derived from the remarks of others, or both. Inattempting to articulate one’s conception of one’s concept, one’s conceptualexplication, one naturally alternates between thinking of examples and refiningone’s conceptual explication in order to accord with examples that one recog-nizes as legitimate. It is crucial here to note that the legitimacy of examples doesnot in general derive from one’s attempts at conceptual explication. Althoughsometimes examples are shown to be legitimate or illegitimate by reference tosuch explications, the normal order—in the class of words that we are discuss-ing—is the other way around. The examples, first arrived at through perception,tend to be the touchstone for evaluating attempts at conceptual explication.
 Consider the sort of dialectic in which people try to arrive at an explicationof the meanings of their words. First attempts are usually seen to be mistaken.Reflection on examples leads to improvements. The altered characterizationsimprove on one’s characterization of a referent that is assumed to have beenfixed. (They are not normally mere sharpenings of reference, or changes in themeanings of one’s word.) They are equally improvements in one’s conceptualunderstanding of one’s own concept or meaning.
 Such dialectic typically adds to one’s knowledge. Suppose I explicate myword ‘chair’ in a way that requires that chairs have legs, and then come torealize that beach chairs, or deck-chairs bolted to a wall, or ski-lift chairs, arecounterexamples. Or suppose that I learn more about how to discriminate waterfrom other (possible or actual) colorless, tasteless, potable liquids. In such cases,I learn something about chairs or water that I did not know before. In these casesit is simply not true that the reference of my words ‘chair’ and ‘water’ mustchange. Although it is true that my conception—my explication—changes, itremains possible for me to observe (with univocal use of ‘chair’): “I used tothink chairs had to have legs, but now know that chairs need not have legs.” It
 9 This point is now common not only in the philosophical literature (see Putnam, “Is SemanticsPossible?” and “The Meaning of ‘Meaning’ ” and Burge, “Other Bodies”), but also in the psycholo-gical literature. Cf. Eleanor Rosch and Barbara Lloyd, Cognition and Categorization (Hillsdale, NJ:Erlbaum, 1978); Edward Smith and Douglas Medin, Categories and Concepts (Cambridge, Mass.:Harvard University Press, 1981). For excellent philosophical discussion of this literature, with cri-ticism of some of its excesses, see Bernard Kobes, “Individualism and the Cognitive Sciences”(unpub-diss., UCLA, 1986), ch. 6.
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 remains possible for me to have thoughts about water as water, knowing thatthere might be other liquids that I could not, by means other than use of myconcept water, discriminate from it. Thus there is a sense in which the concept,and the translational meaning of the word in the idiolect, remain the same despitethe changed discriminating ability, or change in explication.
 Of course, my ability to come up with better explications by consideringexamples with which I am already familiar indicates that I have more to goon than my initial explications suggest. Perhaps I have “tacitly cognized” morethan what I give as my reflective explication, before I arrive consciously at abetter explication.
 I think that this view is right. But it would be a mistake to infer that I alwaysalready know the correct explication in some suppressed way. It would be aneven more serious mistake to infer that our tacit conceptual explications exhaustour concepts. There are several reasons why these moves are unsound.
 In the first place, the dialectic involves genuine reasoning—using materialsat hand to form a better conception. Granting that we have the materials in ourmental repertoires to form a better conception does not amount to granting thatwe have already put them together. Reflection on the examples seems to playa role in doing this. When I give a mistaken explication of ‘chair’, I may havefailed to hold empirical information in my memory, or failed to put togetherthings that I knew separately. I may have failed to believe at the time of theexplication that there were legless chairs, even though I had experience and evenperhaps knowledge from which I could have derived this belief. Thus the sort ofunconscious or tacit cognition that is involved is not just an unconscious analogof having reflective knowledge of the proposition formed by linking the conceptand the improved conceptual explication. Attribution of tacit cognition entailsonly that the mental structures for deriving the recognition of examples are inplace and will (ideally) lead to such recognition, when examples are presented.
 In the second place, there is substantial evidence that some of the “under-lying” materials are stored in our perceptual capacities and are not, properlyspeaking, conceptualized (see n. 9). We are often able to project our concept(e.g. chair) to new cases never before considered. Often this projection seemsto be based on perceptual capacities that are modular and preconceptual. Thusthe “materials” that are put together and worked up into conceptual explicationsthrough the process of dialectic sometimes do not, before reflection begins,appear to be the right sort to count as criterial knowledge, even unconsciouscriterial knowledge.
 In the third place, even the perceptual abilities need not suffice to discrimin-ate instances of the concept from every possible look-alike—from look-alikesthat might have been normal in other environments, and which in that casemight have determined other concepts, but which play no role in the formationof concepts in the speaker’s actual environment. The explicated concepts aredetermined to be what they are by the actual nature of objects and events thatwe can perceptually discriminate from other relevantly similar things in the same
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 environment. Thus even our perceptual abilities and our conceptual explicationscombined need not provide necessary and sufficient conditions for the correctapplication of our concepts in all possible environments in which the conceptshave a definite application. They therefore need not fully exhaust the content ofour concepts.
 There is a more general reason why our explicational abilities, includingour unconscious ones, do not in general and necessarily suffice to exhaust theconcepts that they serve to explicate. One’s cognitive relation to the examplesthat played an initial role in fixing one’s concept is perceptual. That relationinherits the fallibility of perceptual experience. Since the concepts under dis-cussion are not merely given by conceptual explications, but are partly fixedthrough examples in the environment, their conceptual explications must cor-rectly describe the examples. Conceptual explications (and dictionary entries)are not normally true by logic and stipulation. They are true because they captureexamples that are fixed partly through perceptual experience. But our cognitiverelations to the examples are fallible. So the conceptual explications and dic-tionary entries that sum up our current discriminative abilities are fallible. Thethings that we perceive and that fix our concepts may not be just as we seeand characterize them. Yet they may be genuine instances of the concepts. Andwe are subject to misidentifying other things that fit our perceptual schemasand conceptual explications as instances of our concepts, when they are not.So those schemas and explications do not necessarily exhaust the concepts ormeanings that they explicate.10
 Our commitment to getting the examples right is part of our understandingof the relevant class of words and concepts. This commitment is illustrated in,indeed explains, many cases of our standing corrected by others in our attemptsto explicate our own words and concepts. Such correction, by oneself or byothers, is common in the course of the dialectic. One sees oneself as havingmade a mistake about the meaning of one’s own word, in one’s explication ofone’s own concept.
 Some philosophers have characterized all cases of standing corrected as pliantshifts of communicative strategy. According to this view, I previously used‘chair’ in my idiolect with a meaning that did in fact exclude legless chairs.But on encountering resistance from others, I tacitly shift my meaning so as tosurmount practical obstacles to communication or fellowship that would resultfrom maintaining an idiosyncratic usage.11
 I agree, of course, that such practically motivated changes occur. But theycannot explain all cases of our standing corrected. For such correction is often—Iwould say, typically—founded on substantive, empirical matters about which
 10 I have discussed other problems with exhaustive conceptual explications: “Other Bodies”,“lntellectual Norms” (Chs. 4, 10 above).
 11 See Donald Davidson, “Knowing one’s own Mind”, Proceedings and Addresses of the Amer-ican Philosophical Association, 60 (1987).
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 there are cognitive rights and wrongs. We make mistakes, sometimes empiricallycorrectable mistakes, that others catch, and that bear on the proper explicationof the meaning of words in our idiolects. In such cases we come to understandour idiolects better.
 Others are sometimes better placed than we are to judge the fit betweenour proposed lexical entries, or our conceptual explications, and the examplesto which our words or concepts apply. Thus we may correctly see others assometimes understanding our own idiolects better than we do. When we deferto someone else’s linguistic authority, it is partly because the other person hassuperior empirical insight, insight that bears on the proper characterization ofexamples to which our words or concepts apply. The reason for their insightis not that they have made a study of us. It is also not that they are foistingsome foreign, socially authorized standard on us. It is that they understand theiridiolects better than we understand ours, and they have a right to assume thatour idiolects are in relevant respects similar, or the same.
 The justification of this assumption, also fallible, has two main sources. Oneis the publicity of the examples and our shared perceptual and inferential equip-ment. Given that we have been exposed to substantially similar knives, chairs,water, trees, mud, walkings, and fightings, and have heard these associated withthe same words, it is to be expected that we project from actual examples insimilar ways. Although our kind-forming abilities may differ in some instances,it is reasonable to expect that they will typically be the same, especially withconcepts that apply to entities of common perceptual experience. Normally wewill be committed to the legitimacy of the same examples, and will be com-mitted to characterizing those examples, correctly. Given that the examples arepublic, no one has privileged authority about their characteristics.
 A second source of the assumption that others can correct one’s explica-tions is that a person’s access to the examples—to the applications that helpfix the relevant concept—is partly or fully through others. Words are initiallyacquired from others, who are already applying those words to cases. Wordacquisition occurs in conjunction with acquisition of information, informationfrom testimony or communication with others, about those cases.
 Of course, until the learner develops some minimal amount of backgroundknowledge and likeness of application, he or she cannot be said to have acquiredthe word in the predecessor’s sense, or with the predecessor’s range of applic-ations. But as we have seen in the preceding paragraphs, possession of aninfallible explication is not required—because it is not possible.
 The dependence on others for access to examples grows as one’s linguisticand cognitive resources widen. In some cases we depend heavily on the per-ceptual experience of others (as with ‘tiger’, ‘penguin’, and ‘rain’, for those ofus in California). In other cases we depend on theoretical background know-ledge (‘gene’, ‘cancer’) or on more ordinary expertise (‘arthritis’, ‘carburetor’).In many such cases, we intentionally take over the applications that others havemade. We rely on their experience to supplement our own. And we accept
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 corrections of our explications from them because they have better access to theexamples which partly determine the nature of our concepts. Although the func-tion of explication varies significantly in these various cases, the main points ofthe argument for social dependence apply equally, indeed even more obviously,to terms that are less closely associated with direct perception.
 Since fixing examples—or more broadly, referents—that partly determinean individual’s concept or translational meaning is sometimes dependent on theactivity of others with whom he interacts, the individuation of an individual’sconcepts or translational meanings is sometimes dependent on his interactionwith others. Even where the individual has epistemic access to the examplesindependently of others (for example, where he perceives instances directly),others may have superior knowledge of the examples. They may therefore havesuperior insight into the proper explication of the individual’s words and con-cepts: they may have put together relevant cognitive materials in a way thatprovides standards for understanding the individual’s words and concepts. Insuch cases, the individual’s deference may be cognitively appropriate.
 The cases in which the individual does and does not have independent accessto the examples might seem to be significantly different. The former case mightbe seen as showing only that others may know more about the explication ofthe individual’s meanings and concepts than he does, and that it is easier tounderstand an individual’s idiolect by studying idiolects and attitudes of others.One might still insist, relative to this case, that the materials for determining theindividual’s concepts or meanings do not involve the individual’s relations toothers.
 Though I need not contest this point for the sake of present argument, Idoubt that it is correct. It is metaphysically possible for an individual to learnhis idiolect in isolation from a community. But it is no accident, and not merelya consequence of a convenient practical strategy, that one obtains insight intoan idiolect by considering the usage and attitudes of others. In learning words,individuals normally look to others to help set standards for determining therange of legitimate examples and the sort of background information used inexplicating a word or concept. I believe that this is a psychological necessityfor human beings.
 The second case, where the individual has had limited relevant access tothe examples independently of others, provides independent ground for think-ing that individuation of an individual’s concepts or meanings is sometimesdependent on the social interactions that the individual engages in. If others hadprovided access to a different range of examples, compatible with one’s minimalbackground information, one would have had different meanings or concepts.
 Let me summarize the argument that an individual’s idiolect and conceptscannot be fully understood apart from considering the language and conceptsof others with whom he interacts. Numerous empirically applicable words arenon-indexical. Non-indexical words must have different translational meanings,and express different concepts, if their referents are different. Our explicational
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 abilities, and indeed all our cognitive mastery, regarding the referents of suchwords and concepts do not necessarily fix the referents. Nor therefore (by thefirst premise) do they necessarily fix the translational meanings or conceptsassociated with the words. To be correct, our lexical entries and conceptualexplications are subject to correction or confirmation by empirical considerationof the referents. Since such empirical consideration is fallible, our cognitiverelations to the referents are fallible. Others are often in a better position toarrive at a correct articulation of our word or concept, because they are in abetter position to determine relevant empirical features of the referents. This,for two reasons: the referents are public, so no one has privileged authorityregarding their properties; and we are frequently dependent on others for linkingour words to the referents and for access to the referents. Since the referents playa necessary role in individuating the person’s concept or translational meaning,individuation of an individual’s concepts or translational meanings may dependon the activity of others on whom the individual is dependent for acquisition ofand access to the referents. If the others by acting differently had put one in touchwith different referents, compatibly with one’s minimum explicational abilities,one would have had different concepts or translational meanings.12 AlthoughI have argued only that this conclusion derives from obvious facts of socialinteraction, I have conjectured that it derives from psychological necessities forhuman beings.
 The argument does not depend on assuming that people ever share the sameconcepts or translational meanings.13 However, the argument makes it plausiblethat people in a community do often share concepts and translational meanings,despite differences in their beliefs about the world, and even differences in theirexplications of the relevant terms. Most empirically applicable concepts are fixedby three factors: by actual referents encountered through experience—one’sown, one’s fellows’, or one’s species ancestors’, or indirectly through theory;by some rudimentary conceptualization of the examples—learned or innately
 12 I think that this argument admits of an important extension. The argument derives non-individualistic variation in an individual’s meanings or concepts from variation in empirical referentsto which the community provides access. But the variation need not occur in the referents. It maydepend on the nature of our cognitive access through the community to the examples. The variationmay occur in the way the referents are approached in the community. Thus it may be that the refer-ents are held fixed, but the community’s cognitive access to them may vary in such a way as to varythe concept, without varying the effect on the individual’s body or rudimentary explicational abil-ities. This extension is, I think, a corollary of the Fregean observation that referents (or examples)do not determine meanings or concepts. Since my purpose has been to establish a minimal sense inwhich language is social, I shall not illustrate or develop this extension here.
 13 This is also true of the argument in Burge, “Individualism and the Mental” (Ch. 5 above).The conclusion can rest on the mere assumption that the referents of the concepts in the actual andcounterfactual communities are different. (Brian Loar, “Social Content and Psychological Contents”,in R. Grimm and D. Merrill (eds.), Contents of Thought (Tucson: University of Arizona Press, 1988)seems mistakenly and crucially to assume the contrary in his critical discussion of “Individualismand the Mental”.) For all that, I know of no persuasive reason for thinking that in every relevantcase the person in the actual community cannot share his concept or meaning (e.g. arthritis) withhis fellows.
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 possessed by virtually everyone who comes in contact with the terms; and byperceptual information, inferential capacities, and kind-forming abilities, thatmay be pre-conceptual. The referents are often shared, because of similarityof experience and because of intentional reliance on others for examples. Sothe concepts and translational meanings associated with many words will beshared. Shared idiolectal meanings and shared concepts derive from a sharedempirical world and shared cognitive goals and procedures in coming to knowthat world.14
 Traditional philosophy tended to ignore the first and third factors in conceptdetermination, and to expand the second into the requirement of necessary andsufficient conditions that ‘define’ the meaning or concept and that must bebelieved if one is to have the relevant concept at all. The dissolution of thispicture makes possible an appreciation of the dependence of the individuation ofour empirical concepts on direct or indirect perceptual relations to our empiricalenvironment.
 Drawing on these ideas, together with obvious facts about social interaction,I have tried to show that idiolects are social in two senses. First, in many caseswe must, on cognitive grounds, defer to others in the explication of our words.Second, the individuation of our concepts and meanings is sometimes dependenton the activity of others from whom we learn our words and on whom we dependfor access to the referents of our words. The second sense grounds the view thatindividual psychology and the study of the semantics of idiolects are not whollyindependent of assumptions of interaction among individuals.
 14 So it appears that there is an element of meaning that can remain constant and common acrossindividuals, despite the interdependence of meaning and belief noted at the outset. It is notable thatthis constancy in no way depends on the assumption of a distinction between sentences that are truepurely by virtue of their meaning and sentences that depend for their truth on the way the subjectmatter is. (Like Quine, I find this distinction empty.) See Burge, “Intellectual Norms”. Belief in therelevant element of meaning does not even depend on invocation of a distinction between criterialor linguistic truths and other sorts of truths (although like Chomsky and unlike Quine, I think thatthis latter distinction, commonly conflated with the previous one, is clearly defensible).
 Another point about the semantics of word meaning bears emphasizing. There is a relevantsemantical distinction between cases in which the individual has sufficient materials in his conceptualrepertoire to construct a given lexical entry, maximally faithful to the range of applications orexamples that he recognizes as legitimate, and cases in which the individual’s dependence on othersis such that his repertoire allows only entries that are less full than those of others. In the lattercases, it is not true, on my view, that the “communal” entry is the “correct” entry within the person’sidiolect. I take it that lexical entries sum up an idealized conceptual understanding. If the personlacks resources to arrive at some given entry, the entry is not a part of his idiolect.
 But it does not follow from this difference that the person does not have the same concept, orthe same translational meaning, that others have. To think this would be to confuse concept andconceptual explication, or translational meaning and explicational understanding. In not sharingthis explication with others, the person will not fully share an understanding of the word (or theconception of the concept) with others. But lexical entries (conceptual explications) do not determinethe translational meaning (concepts); they may even be mistaken, and only contingently related to it.The person still has his or her perceptual abilities for picking out referents, and the relevant referentsmay still be partly fixed by the person’s reliance on others. Thus as far as present considerationsgo, the person’s concept may be shared with others even though his or her conceptual explicationor lexical entry may differ.
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 The Aristotelian tradition produced many of the elements of what is widelythought of as ‘the traditional view’ of concepts. I begin by attempting to sum-marize this view. The summary runs roughshod over numerous distinctions thatwere dear to various thinkers who contributed to this general conception of con-cepts. I sacrifice historical accuracy in favor of an idealized type that, I hope,will serve despite its crudity to further understanding.
 Although I shall be criticizing natural and traditional readings of the principlesthat follow, there are readings, which should become clear as we proceed, underwhich I accept all the principles but the last, (4c). My objective is to show howtwo important contemporary doctrines—holism about confirmation and anti-individualism about the individuation of mental states—affect our understandingof this traditional view of concepts.
 Here are the main principles that delineate the idealized traditional conceptionof concepts that I wish to discuss. Principles (1)–(1b) concern the relationbetween concepts, thought contents, and propositional attitudes.
 (1) Concepts are sub-components of thought contents. Such contents type pro-positional mental events and abilities that may be common to differentthinkers or constant in one thinker over time. Having a concept is justbeing able to think thoughts that contain the concept.1
 (1a) Propositional mental abilities are type-individuated in terms of conceptspartly because concepts enable one to capture a thinker’s ability to relatedifferent thoughts to one another according to rational inferential patterns.
 Thus we count a thought that all dogs are animals and a thought that Fidois a dog as sharing a concept in order to capture a thinker’s ability to infer,according to the obvious deductive pattern, that Fido is an animal.
 I am indebted to David Charles for valuable comments.1 Georges Rey discusses misconstruals within empirical psychology of concepts, and of philo-
 sophical work relevant to them, in his excellent articles ‘Concepts and Stereotypes’, Cognition,15 (1983), 237–262; ‘Concepts and Conceptions: A Reply to Smith, Medin and Rips’, Cognition,19 (1985), 297–303. Although my account of the traditional view differs from his, many of thefundamental points are similar.
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 (1b) In being components of thought contents, concepts constitute ways a thinkerthinks about things, properties, relations, and so on. A concept of thesethings is a way of thinking of these things.
 Principles numbered (2)–(2b) concern the referential functions of concepts—or relations between concepts and the world that they purport to be about.
 (2) In being components of thought contents, and ways of thinking, conceptsare representational or intentional (I make no distinction here). They neednot apply to actual objects, but their function is such that they purport toapply; they have intentional or referential functions.
 (2a) Concepts’ identities are inseparable from their specific intentional proper-ties or functions.
 Thus a concept of an eclipse could not be the concept that it is if it did notrepresent, or if it were not about, eclipses. If a concept were found to apply tothings in the world that were not eclipses, it would not be the concept eclipse.Traditionally, the principle also applied to vacuous concepts. So the concept ofa unicorn could not be the concept that it is if it were not about unicorns.
 This principle may appear trivial, and it certainly is virtually undeniable asapplied to concepts. But it is notable that an analog of the principle does notapply to other types of representation. Thus the word form ‘eclipse’ would bethe same word form even if it were not about eclipses; and an image of a toweron a screen could be the same image even if it were not an image of a tower—if,say, it had been produced in response to something other than a tower.
 (2b) Many concepts fix the things that they are about in the sense that giventhe concept and given the world, the concept, of its nature, referentiallydetermines the range of entities that it is about.
 Some traditionalists recognized that this principle does not apply to indexicalconcepts like now, or demonstrative concepts like that, or a variety of othercontext-dependent notions.2 There are also role or office concepts that haveimplicit tensed elements—like the president —for which the principle needsobvious modifications. Moreover, it requires some qualification for vagueness.But it was taken to be true—and I think is obviously true—of many conceptsfor empirical and mathematical objects, properties and relations. For example,given the concept dog or chair and given the elements of the world, the conceptwill referentially apply to exactly the dogs or chairs in the world.
 2 Since indexical notions like now do constitute ways of thinking, I think it appropriate to thinkof them as concepts. But the concepts are general in that they are common to any application of‘now’. According to (2a) they are inseparable from their particular intentional functions. (Roughlyin this case, to pick out the time of a thought or utterance.) But they do not fix the things thatthey referentially determine except relative to the existence of the thought or utterance in whichthey are contained (or more broadly, relative to context). Thus there is a natural awkwardness inspeaking of the concept of now, since such an occurrence suggests misleadingly a particular timethat is associated with all occurrences of the concept.
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 I take it that the principles numbered (1)–(2) are more fundamental to thetraditional view than those numbered (3)–(4). Principles (3)–(3a) concern therelation between concepts and definitions. Principles (4)–(4c) govern the relationbetween concepts, meaning, and language.
 (3) Definitions associated with concepts fix necessary and sufficient conditionsfor falling under the concept. They give the essence, or if not essence atleast the most fundamental individuating conditions, of the entities that theconcept applies to.
 Not just any set of necessary and sufficient conditions were seen as essentialor fundamental individuating conditions. A definition captured something pecu-liar to conditions for individuation associated with the concept. It was supposedto say something illuminating about what it is to be the relevant kind.
 (3a) Definitions also state basic epistemic conditions that the individual has forapplying the concept, or the individual’s best understanding of conditionsfor falling under the concept.
 Commonly a distinction was made between adventitious and inessential meth-ods of application and fundamental or essential ones. Only the latter belong inthe definition.
 Different thinkers seem to have taken different views about the relationbetween what one might call metaphysical or essence-determining definitionsand epistemic definitions—definitions that capture what is epistemically priorwhen one sets out to discover what something’s essence is. Aristotle seems tohave distinguished the two. Others, such as Hume and the Logical Positivists,drew no such distinction.3
 (4) Concepts are commonly expressed in language. They constitute meaningsof the speaker’s words.
 When we say ‘That’s a chair’, we express a thought that that’s a chair;we express the concept chair with the word ‘chair’. The concept is not to bedistinguished from the meaning of the word ‘chair’.
 (4a) Just as concepts, as ways of thinking, are to be distinguished from therange of entities thought about, so the sort of meaning that is expressedin language as concepts is to be distinguished from the sort of ‘meaning’that is constituted by the range of entities which the words and conceptssignify, apply to, or refer to.
 3 Aristotle conceived definitions primarily as attempts at codifications of the essence of whatterms or concepts apply to. See, e.g., Aristotle Topics VII, 5, 30 and Posterior Analytics II, 10. Butfor some purposes he did distinguish between definitions that articulated essence and definitionsthat articulated epistemic procedures. He seems to have thought, in the cases of concepts likeeclipse or thunder, that the essence could be discovered only through empirical investigation; theepistemic conditions for applying the concept seem to precede and underdetermine the outcome ofthe investigation. Cf. Posterior Analytics II, 8.
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 The general idea that I have summarized in (4a) and (2b) was variouslyexpressed in terms of a distinction between two kinds of meaning: concept andkind, objective reality and reality, idea and nature, connotation and denotation,intension and extension, sense and reference. But the common theme was thatthe former element in each pair fixed the latter; a word that expressed the formerapplied to the latter.
 (4b) Definitions of words articulate conceptual meanings.
 (4c) Concepts are prior to language in the sense that language is to be under-stood as functioning to express thought; but thought is never fundamentallyindividuated in terms of language.
 A traditional consideration in favor of this view was expressed by Aristotle:thoughts are the same for all men, but language varies.4
 Although the Logical Positivists maintained a version of this view of con-cepts, much subsequent mainstream work in philosophy in this century hasattacked various elements in it. Behaviorism and Quinean eliminationism attackthe very idea of an idea or concept, or indeed the very idea of mental events andkinds. I shall not discuss these general forms of hostility to mentalistic notions. Iwant to discuss two other doctrines that have been used to attack the traditionalview—holism and anti-individualism. Unfortunately, I will largely ignore (4c),an element in the traditional view that has received very considerable discussionin this century. I think that this omission will leave us with more than enoughto think about.
 Quine pointed out that sentences are not confirmed or disconfirmed one byone. Only whole theories, or at least large bodies of theory, face experience.Quine joined Duhem in further indicating that there is no set formula for sayingwhich sentences within the theory might be revised, and which still assen-ted to, when new experience is out of step with the theory’s pronouncements.In fact, the practice of empirical science suggests that virtually any scientificclaim, including one that serves as a definition, is subject to possible revisionin the interests of accounting for new findings. These points apply to beliefsas well as sentences, to definitions of concepts as well as to definitions ofterms.5
 The claim that theoretical definitions are revised is supportable by numerouscases from the history of science. Definitions of mass, momentum, atom, gene,and so on have been rejected for theoretical reasons. Subsequent discussion hasmade it seem hopeless to claim that in every one of these cases the old definitionremains true (because it is a definition!) and a new theoretical notion (e.g. a newnotion of atom or momentum) is introduced with the new definition. Rather itis often the case that the old definitions are false; and the new ones are better
 4 Aristotle, De Interpretatione I, 5–9.5 W. V. Quine, ‘Two Dogmas of Empiricism’, in From a Logical Point of View (Cambridge,
 Mass.: Harvard University Press, 1953).
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 accounts of how to understand the defined notion, as well as better accounts ofwhat the defined notion applies to.6
 How do these considerations affect the traditional view? Some, includingQuine, have taken them to undermine the belief that there are concepts at all.This line of reasoning is directed against the idea that there is clear sense tothe notion of a constituent of a propositional content. An oversimplified versionof the reasoning is as follows: concepts and word meanings are if anythingprocedures used to determine whether something falls under the concept, orsatisfies the meaning. But no such procedure can be associated with any unit as‘small’ as a concept or a word meaning would have to be. Such procedures canbe associated only with blocks of sentences. So there is no determinate entitythat is a concept or a word meaning.
 Another argument, again oversimplified, proceeds similarly: The only groundfor attributing concepts lies in accounting for a person’s linguistic and cogni-tive procedures in assenting to or dissenting from sentences. But one can alwaysattribute systematically different concepts and come out with equally good over-all accounts of such procedures. So there is no reasonable ground for attributingany particular set of concepts to anyone.
 Each argument’s first premise seems to me vulnerable. I think concepts arenot merely procedures for finding a referent or merely elements in proced-ures for determining responses to sentences. The second argument’s secondpremise—the claim that equally good, systematically different attributions ofconcepts are always available—also is questionable.
 I will not undertake to discuss these and allied arguments here. Instead, I willproceed on the invidious assumption that such arguments are unsound, makingup slightly for this high-handed policy by later advancing considerations thatcount against the first premise of each argument. That is, I will later raise con-siderations for thinking that one should not conceive of confirmation proceduresand patterns of assent and dissent as the only grounds for individuating or attrib-uting concepts. I think that holism has been thought to undermine the notionof a concept because holism about confirmation is equated or conflated withholism about the nature of meaning or propositional content.7
 Holistic considerations can seem to threaten aspects of the traditional vieweven when they are not taken to undermine the very applicability of the notionof a concept. Holism bears most specifically on the principles in the traditionalview that are concerned with definition—(3) and (3a).
 6 The view that new definitions sometimes produce deeper understanding of the original conceptsis expressed, without any special philosophical motivation, over and over in scientific writings. Forexample, see Robert Geroch, General Relativity, From A to B (Chicago: University of ChicagoPress, 1978), 4–5.
 7 An example of the slide from holism about confirmation to holism about meaning without anyexplicitly connecting premise is Putnam’s otherwise excellent summary discussion of the force ofthe Quine–Duhem thesis in Hilary Putnam, Representation and Reality (Cambridge, Mass.: MITPress, 1988), 8–9.
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 Take (3a) first. It seems reasonable to think of definitions as sometimes artic-ulating the epistemic conditions that a thinker treats as most basic for applyingthe concept. Scientific practice indicates, however, that a definition that functionsas the most basic explanation of a concept at one time can later be displacedand even seen to be false. This is possible because the thinker, or theory, has,besides the definition, other epistemic hooks on the entities that the conceptapplies to—for example, other theoretical characterizations that had seemedless fundamental; or experimental identifications that are not fully dependenton the definition. What the thinker treats as fundamental in his own epistemicpractice may have to defer to other epistemic means of access that turn out tohave been more accurate or basic. Thus a given concept can have a successionof definitions, each of which functions as a fundamental epistemic tool, only tobe seen to be mistaken, or adventitious, and replaced.
 Turning to (3): it is not in general true that statements that actually func-tion as definitions fix necessary and sufficient conditions for falling under theconcept. A definition may not even be true of things that fall under the concept.Thus (3) must be seen as stating an ideal for definitions. Or it may be seen asapplying not (or not necessarily) to definitions that are actually in use, but tosomething that is yet to be discovered—either the end result of ideal inquiry,or simply the true account of necessary and sufficient conditions, whether it hasbeen discovered or not. Either way, this idealized notion of definition must bedistinguished from the notion of definition that applies to whatever is functioningas a definition in the thinker’s current repertoire.
 A metaphysically correct definition—one that states actual necessary andsufficient conditions, indeed essential or fundamental individuating conditionsfor instantiating a kind—need not be known, or knowable on mere reflection,by someone who has the concept. This is clearly true in empirical cases. Ithink it true in other cases as well. Finding ‘the definition’ in this idealizedsense may require acquisition of new knowledge or even new concepts. As Inoted earlier, there is reason to suppose that Aristotle already made somethinglike the distinction between metaphysical definitions, yet to be discovered, anddefinitions that guide one’s current investigations. So these remarks about (3) arenot meant as criticism of all versions of ‘the traditional view’. They do, however,bring out points that are not emphasized and developed in the tradition. Thereis little reflection before this century on how what a thinker treats as his mostfundamental means of applying a concept can be displaced by other means thatare in fact more fruitful and accurate.
 These effects of holism on the traditional principles governing definition alsoaffect our understanding of traditional principles governing the relation betweenconcepts and meaning. According to (4), concepts are commonly expressed in lan-guage; in being so expressed they constitute word meanings. So far there is nothingmore to the notion of meaning than ‘what is expressed’ by words. I will explicatesome restrictions on notions of linguistic meaning that have become standard inmodern thinking. Then I will try to show how (4) and (4b) are affected.
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 On most modern conceptions, linguistic meaning is a complex idealizationof use and understanding. The meaning of a term is revealed in its use andarticulated in reflective explanations of its use by competent users. The meaningof a term at a given time is fixed by what an ideally reflective speaker wouldarticulate by reflecting on all his intuitions, beliefs, dispositions to apply a term,and so on, with no reliance on advances in non-linguistic knowledge. This pointapplies both to communal and idiolectic linguistic meaning. Communal meaningis fixed by the reflective understanding and use of the ‘most competent’ speakersor by some idealized rendering of normal usage. Idiolectic meaning is fixed bythe individual’s idealized use and understanding.
 There are many problems with the full specification of this conception, butlet us take it as a familiar and rather deeply entrenched restriction on a notion ofmeaning, which will help us interpret (4). Let us now add (4b) to this conceptionof meaning. Interpreted in the light of my assumptions about meaning, thisprinciple maintains that the content of a concept—and hence the meaning ofa term—is codified in ideal lexical entries that capture the cognitive conditionunder which the speaker would apply the term. Thus if a fundamental reflectiveexplication of the meaning of a word is changed, because of acquisition of newnon-linguistic information, the meaning of the term changes.
 Holism notes that the definitions that capture the conditions that the speakertreats in his usage as most fundamental for applying the term may be false.They may be false of what the term, and the concept it expresses, apply to.This shows, contrary to what some traditionalists presumed, that the definitioncannot exhaust the significance of the term or the associated concept.
 Of course, a number of other developments besides holism have conspiredto demote the role of definitions in accounting for meaning. Wittgenstein’s dis-cussion of family resemblances, his insistence on the contextual complexity oflanguage use, his and Austin’s emphasis on the wide variety of word function,and Davidson and Quine’s theories of interpretation, have all reduced the prom-inence of definition in thinking about language. Many words and concepts arenot susceptible to definition at all, whether epistemic or metaphysical.
 On the other hand, I think that it would be a mistake simply to reject (4b).Where they are possible, epistemic definitions do articulate the meanings of aspeaker’s words in one important sense. They articulate what the word means forthe speaker, and what conception he associates with his concept. They constitutea summary or explanation of speaker usage that provides the speaker’s mostconsidered explication of his term.
 The points I am making here do not depend on just what sort of function thedefinition fulfills. Different words, and perhaps different conceptions of meaning,allow for variation here. I have been assuming that the definition fulfills thefunction of trying to state the conditions most fundamental to the speaker underwhich something satisfies the concept. For example, take Dalton’s definition ofan atom, near enough: ‘An atom is the smallest indivisible particle, out of whichall other bodies are made.’ Dalton assumed that atoms fall into a scheme of

Page 313
                        

298 Concepts, Definitions, and Meaning
 atomic weights, in something like the way his experimental evidence suggested.The definition turned out to be false, but the approximately true scheme ofatomic weights turned out to anchor the concept. Some definitions are like thisin reaching for fundamental characteristics. Others function differently. Someseem to provide a short account of the application of the concept that meets thepractical interests of someone else likely to use the term. (E.g. ‘Tigers are big,normally orange and black, striped cats.’) I think that the primary points that Iam making apply to these sorts of definitions as well.
 Thus one should distinguish between two sorts of meaning: the meaningof the term that would remain constant even as one definition is replaced byanother, and the articulations of what the term means for the speaker—whichmight undergo change. The former might be called ‘translational meaning’; thelatter will be called ‘lexical meaning’. Similarly, the thinker’s concept must bedistinguished from the conception that the thinker associates with the concept.
 A corollary of this point is that one must distinguish the sort of understandingof a word in being able to use it to express a concept or translational meaningfrom the sort of understanding that is involved in being able to give a correctand knowledgeable explication of it. One may think with a concept even thoughone has incompletely mastered it, in the sense that one associates a mistakenconception (or conceptual explication) with it.
 The need for these distinctions is most straightforward in instances in whichthe definition actually turns out to be false. But I think that the distinctions shouldbe drawn in any case. One argument for drawing the distinction in either casederives from Frege’s test. The definitions (‘force is mass times acceleration’) areinformative in a way that identity statements (‘force is force’) are not. So thereis some difference in the significance of the defined word from the definition;definitions are usually not simply abbreviatory. Yet there remains the sense wediscussed in which the definition does give the (lexical) meaning of the term.
 Another argument for drawing the distinction derives from considerations ofdynamic potential. It is not incoherent to conceive of there being a discovery thatwould lead to our counting the definitions false, even though the defined termsucceeds in referring. In such a case the definition would be given up, but the termwould continue to be used to pick out the same entity. And we would continueto interpret our past attitudes making use of the term. The mere fact that thesechanges are conceivable indicates that we attach some difference in significancesof the defined term and the definition. Thus there is a need to have some way ofconceptualizing this type of difference, even as we recognize that such definitionsdo provide ‘the meaning’ of the term in the sense that I have indicated.
 I think that the distinction is largely independent of the role of definition inaccounting for ‘meaning’. There is a notion of meaning that is dependent onuse and understanding, where these are cashed out in terms of some idealizationof some of the speaker’s considered beliefs and his normal practice. Such anotion of meaning is more subject to change under radical changes in beliefthan translational meaning or concepts. These latter notions are grounded as
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 much in the reference of the term and the way that the speaker’s practices areactually connected to that referent, as in the speaker’s beliefs and understanding.(Cf. principles 2–2b.)8 The upshot of all this for the traditional view is that thesense in which concepts are (sometimes) the meanings of a speaker’s words (cf.(4) ) is different from the sense in which definitions constitute or ‘provide’ themeaning of the word (cf. (4b) ). Neither epistemic nor metaphysical definitionsexhaust the significance of a word (the word’s translational meaning). Nor arethey merely re-expressions of the concept that they provide a conception of.
 I want to turn now from holism to a second putative threat to the traditionalview, anti-individualism. Modern anti-individualism has its roots in the theory ofreference. Donnellan, Kripke, and Putnam showed that proper names and naturalkinds in ordinary discourse could succeed in referring even though the speaker’sknowledge of the referent is incomplete or defective.9 Reference depends notjust on background descriptions that the speaker associates with the relevantwords, but on contextual, not purely cognitive relations that the speaker bearsto entities that a term applies to.
 The work on reference bears on the meaning of terms and on the identityof concepts. For the meaning of a wide range of non-indexical terms and thenature of a wide range of concepts are dependent on the referent or range ofapplication in the sense that if the referent were different, the meaning of theterm, and the associated concept, would be different. (Cf. principles 2a–b.) Forexample, different meanings or concepts would be expressed by the word forms‘chair’ and ‘arthritis’ if the word forms did not apply exactly to chairs and toinstances of arthritis. The points about reference can be shown to carry overto many such terms and concepts. That is, an individual can think of a rangeof entities via such terms and concepts even though the thinker’s knowledgeof the entities is not complete enough to pick out that range of entities exceptthrough the employment of those terms and concepts. What the individual knowsabout the range of entities—and hence, by (2a)–(2b)–(4), about the meaningsor concepts—need not provide a definition that distinguishes them from all oth-er (possible) meanings or concepts. So the meanings of many terms—and theidentities of many concepts—are what they are even though what the individualknows about the meaning or concept may be insufficient to determine it uniquely.Their identities are fixed by environmental factors that are not entirely capturedin the explicatory or even discriminatory abilities of the individual, unless thosediscriminatory abilities include application of the concept itself.
 8 Cf. my ‘Intellectual Norms and Foundations of Mind’, The Journal of Philosophy, 83 (1986),697–720, and ‘Wherein is Language Social?’, in Alexander George (ed.), Reflections on Chomsky(Oxford: Basil Blackwell, 1989) (Chs. 10 and 11 above).
 9 Keith Donnellan, ‘Proper Names and Identifying Descriptions’, in D. Davidson and G. Harman(eds.), Semantics of Natural Language (Dordrecht: D. Reidel, 1972); Saul Kripke, ‘Naming andNecessity’, in ibid. also reprinted in book form by Harvard University Press, Cambridge, Mass.,1980; Hilary Putnam, ‘Is Semantics Possible?’, in Philosophical Papers ii (Cambridge: CambridgeUniversity Press, 1975).
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 Anti-individualism is the view that not all of an individual’s mental statesand events can be type-individuated independently of the nature of entities inthe individual’s environment to which the individual bears not purely concep-tual relations. There is a deep individuative relation between the individual’sbeing in mental states of certain kinds and the nature of the individual’s phys-ical or social environments. Anti-individualism can be supported by numerousspecific thought experiments, but can also be derived by reflecting on the fore-going points about reference and its relation to our conceptions of meanings andconcepts.10
 Hilary Putnam has in effect sought to turn the sorts of considerations thatsupport anti-individualism into an argument against the conjunction of (1), (2b),and (4). He maintains that one cannot hold both that knowing the meaning of aterm is a matter of being in a certain psychological state and that the meaningof a term fixes its reference or extension. The argument is that one cannot holdthese two principles because the reference of the term may be fixed even thoughthe speaker’s knowledge of the referent is incomplete. The reference dependson non-cognitive relations between the speaker and the referents of his termsthat are beyond anything the speaker knows. So the speaker’s psychologicalstate cannot suffice to fix the referents of his terms in the relevant cases, as theconjunction of (1), (2b), and (4) requires.11
 This argument is unsound. The argument would succeed if the meaning of aspeaker’s term or concept were reducible to what he believed, knew, or under-stood about its meaning, content, or referent; or if a speaker’s psychologicalstate consisted in elements of his psychology that could be described independ-ently of relations to the environment or of what concepts he has. But neitherof these conditions holds. As regards the first, anti-individualism reinforces thepoint derived from holism that there must be a notion of meaning—associated,I think, with the traditional notion of concept—that is distinct from the notionof meaning that is fixed by what the speaker can articulate as his understanding.As regards the second, anti-individualism underwrites a notion of psychologicalstate that is not describable independently of an individual’s concepts, or of therelations the speaker bears to his environment.12
 So the considerations that support anti-individualism, far from undermin-ing the conjunction of the three principles that Putnam discusses, show their
 10 Cf. my ‘Individualism and the Mental’, Midwest Studies in Philosophy, 4 (1979), 73–121;‘Other Bodies’, in A. Woodfield (ed.), Thought and Object (New York: Oxford University Press,1982); ‘Intellectual Norms and Foundations of Mind’; ‘Individualism and Psychology’, The Philo-sophical Review, 95 (1986), 3–45 (Chs. 5, 4, 10, 9 above).
 11 Putnam, Representation and Reality, 19–24. Putnam’s argument goes back to his “The Meaningof ‘Meaning’ ”, in Philosophical Papers, ii. I discuss the argument critically in ‘Other Bodies’.
 12 I think that the ordinary notion of psychological state is typed in terms of concepts and theirdemonstrative or perceptual applications. One need not appeal to environmental relations to describeordinary psychological states. The mind, or the psychological state, is not normally itself a relationto the environment. But the individuative conditions for the psychological states involve relationsto the environment.
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 compatibility. In one sense of ‘knowing the meaning’, one knows the meaningof the term ‘arthritis’—even though one’s knowledge of the nature of arthritismay be defective—if one can use the term to express thoughts involving theconcept arthritis: if one can express such beliefs as that arthritis is a painfuldisease. One’s term ‘arthritis’ applies to arthritis. One’s belief that arthritis is apainful disease contains a concept, that of arthritis, that fixes its referent. One’sbelief and one’s concepts are part of one’s psychological state. So one’s psycho-logical state of believing that arthritis is a painful disease (or the psychologicalstate of having the concept arthritis) and one’s understanding of the term ‘arth-ritis’ suffice to fix the referent of the concept arthritis and the term ‘arthritis’.All these points are compatible with the individual’s making mistakes about thenature of arthritis or about the definition of the word.
 Putnam’s error is historical as well as substantive. He attributes to the traditionstemming from Aristotle the conjunction of (1), (2b), and (4).13 This much seemsright. But he interprets concepts as mental representations and interprets mentalrepresentations as signs that can be individuated independently of their intention-al properties—in the cases we are dealing with, independently of their referents.Thus he underestimates the centrality of (2a) in the traditional view. He writes,
 … the Aristotelian model is what I spoke of … as a Cryptographer model of themind. … No thinker has ever supposed that sameness and difference of meaningare the same thing as sameness and difference of the syntactic properties … of thesign. But the Cryptographer model—the model of sign understanding as ‘decoding’into an innate linqua mentis —postulates that at a deeper level there is an identitybetween sign and meaning (this is the fundamental idea of the model, in fact). Theidea is that in the linqua mentis each sign has one and only one meaning. … Bythis point we should be quite suspicious. What makes it plausible that the mind(or brain) thinks (or ‘computes’) using representations is that all the thinking weknow about uses representations. But none of the methods of representation thatwe know about—speech, writing, painting, carving in stone, etc.—has the magicalproperty that there cannot be different representations with the same meaning. Noneof the methods of representation that we know about has the property that therepresentations intrinsically refer to whatever it is that they are used to refer to.14
 This construal seems to me inapposite to the way thoughts and concepts wereconceived by most philosophers from Aristotle to Frege.15 It is directly relevant
 13 Putnam, Representation and Reality, 19. Putnam’s attribution is slightly different. But exceptfor his interpretation of concepts as a certain sort of mental representation, which I shall discuss,I think the differences are not significant in the present context. He actually attributes these threeprinciples: (1) Every word a person uses is associated in the mind of the speaker with a certainmental representation. (2) Two words are synonymous (have the same meaning) just in case theyare associated with the same mental representation by the speakers who use those words. (3) Themental representation determines what the word refers to, if anything.
 14 Ibid. 20–21.15 Much of what Putnam goes on to say in criticism of the Cryptographer model seems to me to
 be true, if one abstracts from the historical attribution. Indeed, in fairness to Putnam, there are ele-ments in the tradition that suggest approximations to the attribution. Some empiricists, for example,
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 to syntactic theories of mind recently proposed by Jerry Fodor and others. ButFodor is hardly a stereotypical representative of the tradition. I do not see theCryptographer model as central to the philosophical tradition at all. It is not‘the fundamental idea’ of the traditional view of concepts that at some deeplevel there is an identity between sign and meaning. Traditionally, conceptswere not seen as signs in Putnam’s sense. Unlike sounds in speech or signs inwriting, or paintings, or stone carvings, concepts were not seen as entities whoseidentities are independent of their intentional functions, independent of the sortsof things they represent. So questions about how they relate to their intentionalproperties did not arise. The identity of sign and meaning was not a hypothesisof the traditional view because concepts were not construed as signs. Concepts’identities were seen as inseparable from their specific intentional properties orfunctions—(2a).
 There is no reason for the Traditional view to deny that the mind makes useof signs or mental representations in Putnam’s sense. But concepts are not to beidentified with such signs. (Cf. the remark about Frege in note 15.) Insofar asconcepts are construed as signs in the mind like images or words, it may indeedappear ‘magical’, as Putnam implies, that they intrinsically refer to whateverthey are used to refer to, or even that they always have one and only onemeaning. But there is no invocation of magic in the traditional view. I see noreason to construe an explanatory scheme that identifies mental abilities in termsof their specific intentional functions (concepts) as ‘magical’.
 Many modern philosophers—inspired by the idea that thought is just use ofan inner language or that the mind is just a computer—begin by assuming thatmental activity must be construed as the manipulation of inner signs. Intentionalaspects of the mental are seen as interpretations or meanings of the manipulationsof these signs. This approach seems to have borne some fruit, although I amagnostic about whether it is a good general model of the propositional attitudes.But many philosophers go further. They assume that attributing inner signs istheoretically more basic and somehow ontologically more secure than attributingintentional items like concepts or thought contents. They see it as a theoreticaladvance to ‘identify’ concepts with inner signs. (And if the identification cannotbe effected, then so much the worse for concepts.) This assumption is ratherlike the older view, common among the British Empiricists, that images aretheoretically and ontologically basic, and thought contents must be identifiedwith or constructed out of them.
 conflated images and concepts, thinking of all mental representations as inner pictures, though thesepictures are not very language-like. The historical issues are, of course, extremely complex. ButI think that the role of (2a) remains dominant even in many of those thinkers who tend to giveimages a prominent place in their accounts of thought. Moreover, the rationalist tradition—fromDescartes, Leibniz, and Kant through Frege—drew a sharp distinction between signs and concepts.These thinkers give almost no ground for attributing the Cryptographer model. Frege’s distinctionbetween ideas (which might pass for inner signs or images) and senses (which are the analogs ofconcepts in his scheme) is an especially refined example of the rationalist point of view.
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 I think that these assumptions about theoretical and ontological priorityare mistaken. Understanding of propositional mental activity—and even, Ithink, most mental signs—is fundamentally dependent on attributing intention-al notions whose identities depend on their intentional properties or functions.(Cf. (2a).) That is the traditional view. Here I agree with it. Anti-individualismconcerns how intentional function itself is to be explicated.16
 Modern anti-individualism makes it clear that, why, and to some extent how,the nature of our meanings, concepts, and mental states are dependent on theindividual’s relations to the environment. The explanation of kind-determination,at least for many mental states and intentional contents about the empiricalworld, is from the environment to the mind. This point does not show thatconcepts do not fix their referents in the semantical or logical sense that ‘fix’ isintended by the traditional view—from Aristotle to Frege: the sense intendedin (2b). This sense of ‘fix’ is neutral as regards explanatory or individuativepriority.17
 The main effect of anti-individualism on the traditional view of conceptslies in its contribution to our understanding of the relations between concepts,definitions, and meaning. It forces essentially the same qualifications of (3),(3a), (4), and (4b) that holism about confirmation does. One must distinguish theconcept (and an associated notion of meaning) from a definition that capturesthe individual’s explication or construal of the concept. One must realize that thelatter does not in general individuate what the concept applies to. And one mustdistinguish between concepts (and the sort of meaning associated with them), onone hand, and the sort of meaning associated with explication and understanding,on the other.
 What does anti-individualism contribute to our understanding of the tradi-tional account of the relations between concepts, definitions, and meaning, thatholism does not? I think that it makes three main additional contributions. Itbroadens the applicability of the points about definition and meaning beyond the-oretical notions of science to an extremely wide range of notions in ordinary dis-course. It points toward an understanding of the factors in concept-determinationthat supplement definition and user-explication. And it indicates that procedural,understanding-based, or use-based accounts of intentional notions—often asso-ciated with holism about confirmation—cannot be completely satisfactory. Letme comment briefly on these points in turn.
 16 In characterizing the traditional view I have left it open whether concepts are to be seenas abstractions that are independent of minds, as Frege saw them (or rather as he saw their ana-logs—thought components); or as abstractions that are though mind-dependent nevertheless notdependent on any individual mind, as Aristotle and Kant saw them; or as particulars ‘in’ individualminds, as Leibniz seems to have seen them. These differences are compatible with agreement onthe priority of intentional properties in individuating concepts.
 17 I think that most philosophers before the British Empiricists, including all Aristotelians, wereanti-individualists. Even Descartes is not a clear case of an individualist, although his initial statementof scepticism involves dramatic individualistic presuppositions.
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 The lessons drawn from holism depended on the possibility of fundamentalchanges in scientific outlook. Such changes are not common in ordinary dis-course. We use definitions for many artifact terms, for example, that are notat all likely to be overturned. So it is less clear that the Duhem–Quine pointsabout the falsifiability of definitions extend to ordinary discourse.
 But the thought experiments that fueled the advances in the theory of refer-ence indicate how individual user-explications of non-scientific kind terms canbe inadequate to fix the reference and can undergo change even as the referentremains the same. Thought experiments that support anti-individualism go fur-ther. They indicate how the same phenomenon can occur in individuals’ use ofother ordinary terms. Someone can think of arthritis as arthritis and think mis-takenly that it can occur outside joints. Someone can think that chairs must havelegs—having seen ski-lift chairs and counted them chairs, but under circum-stances in which icicles hanging from the bottom of the chairs appeared to belegs.18 In these cases an individual’s best reflective explication of a concept cancome to be recognized by the individual as mistaken. The individual continuesto think of arthritis as arthritis and chairs as chairs, even though his epistemicallyprimary definition—his best means of identifying these entities—is out of stepwith their individuating conditions. In such cases, the individual’s understandingand lexical meaning may change even as the concept or translational meaningremains the same. Anti-individualism uncovers this sort of phenomenon andextensions of it for most notions that apply to empirically discernible entities.Typically, such notions are not introduced through theories or definitions, butthrough exposure to examples. Relation to the examples may remain constanteven when one learns that some of one’s fundamental beliefs about the examplesare mistaken, or not as general as one might have thought.
 A second contribution of anti-individualism, derivative from the work onreference, is that it points toward certain thinker–environmental relations thatplay a fundamental role in concept determination. Holism suggested that one canrely on one characterization to correct another. This is true. But one’s abilityto maintain a concept of something even while one changes one’s putativelyfundamental beliefs about it is grounded in more than alternative descriptions. Itis partly grounded in relations to the environment that are not purely descriptive.
 The simplest sort of relation is the causal-perceptual relation to instances ofthe kind to which the concept applies. But this is supplemented by discourse withothers who have had perceptual relations to such instances, by inference or ima-gination about putative instances of one kind based on perception of instances ofother kinds, by the inheritance of innate perceptual or conceptual categories fromancestors who have had evolutionarily relevant, cognitive relations to instancesof the kind—and so on. These sorts of thinker–environmental relations help fixthe identity of a thinker’s concepts. They may do so even where the individual’s
 18 Cf. my ‘Individualism and the Mental’ and ‘Wherein is Language Social?’ (Chs. 5 and 11above).
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 explicational abilities or other epistemic procedures fail in themselves to distin-guish the entities to which the concept is applicable from other entities which(in especially unfortunate circumstances) the thinker might mistake for thoseentities.19
 An individual’s concepts for empirically discernible entities are not fullycaptured by the individual’s explications, by his dominant epistemic proced-ures, by referentially accurate indexical expressions, or by specification of theindividuating environmental relations. All of these conceptual elements are sig-nificantly, in some cases even constitutively, related to having the ordinaryempirical concepts. But the concepts are not to be reduced to them.
 This point is in effect the third contribution of anti-individualism to ourunderstanding of the traditional notion of concepts. One of the dominantthemes of twentieth-century philosophy has been the idea that intentionalnotions—thoughts, concepts, meaning—are to be accounted for in terms ofan individual’s procedures for applying those notions. What is understood orthought has been thought to be reducible to actual understanding, which is inturn reducible to actual articulateable abilities or experiences. The Positivisticview that meaning is confirmation procedure, the Wittgensteinian slogan thatmeaning is use, Quine’s argument for the indeterminacy of meaning based onhis combination of holism about confirmation with the view that meaning mustreduce to confirmation, the attempts to account for conceptual content in termsof inferential or functional role—all develop this theme.
 Anti-individualism shows, in a way that holism about confirmation does not,that having certain intentional notions is not thus reducible to an individual’sdiscriminative abilities or procedures. Of course, an individual can discrimin-ate arthritis from any other thing simply by employing his concept of arthritis.
 19 In the absence of a distinctive definition or explication that individuates a concept’s rangeof application, the individual might in principle use expressions like ‘That sort of thing’ or ‘Thekind of thing with such and such characteristics which bears relation R to my present thoughtabout it’, where R is the relevant environmental relation that fixes the application of the concept.These indexical specifications, however, do not suffice to explicate, much less provide a surrogatefor, the individual’s concept. Expressions like ‘That sort of thing’ are indexical—undergo shiftsof reference with context—in a way that concepts like water, aluminum, arthritis, edge, chair, arenot. So the ordinary meaning of the indexical expressions does not articulate the character of therelevant concepts. It is clear that the ordinary indexical expression might be used to fix the referents,or ranges of application, of any number of different concepts. The perceptual or other contextualmode of presentation associated with ‘that’ at a particular occurrence is not in every case a ‘defining’characteristic, much less the concept itself. In any case, the contextually relevant conceptual backingfor the demonstrative would have to be made explicit if philosophical weight were to be placed onit.
 The expressions that involve specification of the relevant individuating environmental relationR also fail to provide concept-surrogates. They clearly express different concepts from those theypurport to explicate; they do not come close to expressing the way that the individual thinks withconcepts like the ones mentioned above, or to typing the same mental abilities. In some cases, theindividual may lack the concepts to think about the complex R relation. Cf. ‘Other Bodies’ andmy ‘Vision and Intentional Content’, in R. LePore and R. Van Gulick (eds.), John Searle and HisCritics, (Cambridge, Mass.: Basil Blackwell, 1991).
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 Having such concepts requires having certain associated discriminating abilities.But having the concept is not exhausted by those associated abilities. Thus theindividual must be able to discriminate arthritis from such things as animals,trees, and numbers, and from certain other diseases, in order to have the concept.But he need not be able to discriminate it from all other rheumatoidal diseases,actual or possible—except insofar as he does so by employing the conceptarthritis. This is a point that nearly all individuals can be brought to recognizeabout their own concepts. Having the concept does not depend purely on associ-ated discriminative procedures. It normally depends partly on causally mediatedrelations to actual instances of arthritis.
 Holism and anti-individualism have forced refinement of the traditional viewof the role of definition in constituting concepts and of the sense in which con-cepts are expressed by language. These changes do not ‘overturn’ the tradition,as philosophers fond of the revolutionary model of philosophy sometimes claim.But the changes are of fundamental importance in understanding thought andlanguage. I think that they constitute genuine progress in philosophy.
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 Donald Davidson taught me in graduate school. I have learned from him eversince. Quine and Hempel dealt the deathblows to the restricted approach tophilosophy embodied in logical positivism. Davidson helped show how philo-sophy can say new and valuable things about traditional philosophical problems,including issues of fundamental human concern. His work is systematic andsubtle. I think that on many basic matters it is right. Disagreement will occupymost of my remarks. But agreement looms largest in the broader scheme ofthings.
 So first, agreement. I am in substantial agreement with Donald’s discussionof the subjective—particularly our knowledge of our propositional attitudes asbeing authoritative and non-evidential. I also agree on what he calls perceptualexternalism, and on its compatibility with authoritative self-knowledge. I agreethat perceptual knowledge is non-evidential, and that it is fundamentally anddirectly about the physical world, not about sense-data. I see knowledge ofother minds somewhat differently. I think that, like perceptual knowledge andself-knowledge, it can be direct and non-evidential.1 But I agree in holding thatself-knowledge and knowledge of other minds normally stand in a reciprocalrelation.
 Our disagreements lie primarily in our understanding of the role of the socialin anti-individualism (or externalism) and in our understanding of the nature ofobjectivity.
 First, let me characterize differences in our versions of social anti-individu-alism. We surely agree that as a matter of psychological necessity, we mustcommunicate with others to learn a language. Davidson further argues that, asa constitutive matter, having thoughts and having language are dependent onrelations to another person. My social anti-individualism is less global. I argueapriori that given that certain contingent matters are fixed, certain types of
 All page numbers in parentheses in the text refer to Donald Davidson, Subjective, Intersubjective,Objective (Oxford: Clarendon Press, 2001).
 1 Cf. my ‘Content Preservation’, The Philosophical Review, 102 (1993), 457–488, and ‘Reasonand the First-Person’, in C. Wright, B. C. Smith, and C. Macdonald (eds.), Knowing Our Own Minds(Oxford: Clarendon Press, 1998).
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 thoughts necessarily depend for their individuation on an individual’s relationsto others. For example, it is metaphysically or constitutively contingent thatan individual allows that norms governing the use of his words partly dependon others’ usage. It is contingent that some particular individual lacks sufficientbackground knowledge to distinguish arthritis from other rheumatoidal diseases.Given that these contingent matters are in place, and given that arthritis is anon-indexical notion, it is metaphysically or constitutively necessary that inorder to have a thought about arthritis, one be in certain relations to others whoare in a better position to specify the disease. I believe that these argumentsbear both on concept possession (the ability to think about arthritis as such)and on reference through thought (the ability to make reference to arthritis atall), whether or not one’s thought contains some familiar way of thinking aboutarthritis. I do not hold that social relations are necessary for having thoughts.My apriori arguments for necessities of social anti-individualism presuppose thatcertain contingent matters are fixed.
 Despite the fact that my arguments are more modest, more concrete, and Ithink more compelling than Davidson’s, he rejects them. One ground Davidsongives is that the incomplete understanding that they invoke—an individual’sinability to distinguish arthritis from other rheumatoidal diseases—conflictswith first-person authority about attitudes involving the incompletely under-stood concept (pp. 26–27).2 I cannot find a clear and cogent explanation of thesupposed conflict. I suspect that the point rests on not distinguishing, as I do,between knowing what one’s thoughts are in the sense of having the compet-ence required to think them and knowledgeably attribute them to oneself, onone hand, and knowing what one’s thoughts are in the sense of being able togive correct explications of them, on the other (pp. 27–28).3 This differencemay connect to further differences between us regarding the specific ways hav-ing a thought depends on inferential relations that connect that thought to otherthoughts. I believe that Davidson may be relying on a more restrictive view ofthese matters than I think tenable. But the view is not explicit in this context.
 Another ground Davidson gives for his rejection is the proposal of a differentinterpretation of the particular cases. Where I held that a person could believethat arthritis occurs in the thigh, Davidson maintains that any such interpreta-tion of a person’s belief could not be right.4 He maintains that the error is ameta-linguistic one about the dictionary meaning of the word ‘arthritis’. I do
 2 Donald Davidson, ‘Knowing One’s Own Mind’, Proceedings and Addresses of the AmericanPhilosophical Association, 60 (1987), 448–449.
 3 I emphasize this distinction in various places. Cf. ‘Individualism and Self-Knowledge’, TheJournal of Philosophy, 85 (1988), 662. Davidson’s claim that on my view the relevant agents donot know what they mean or think suggests failure to draw this distinction. Cf. his ‘Knowing One’sOwn Mind’, 449–450.
 4 He appeals to holism about belief and the uncontroversial point that such a person wouldassociate arthritis with different background beliefs and inferences from someone who knows thatarthritis can occur only in joints.
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 not, as Davidson charges, insist that ‘we are bound to give a person’s wordsthe meaning they have in his linguistic community’ (28).5 My account is basedon details particular to the case. I built into the case various facts that I believemake the meta-linguistic move unacceptable. Davidson does not discuss these.
 Davidson’s critical remark ‘we understand a speaker best when we inter-pret him as he intended to be interpreted’ (p. 199) tells, I think, in favor ofmy view, not against it: Speakers commonly intend to be interpreted accordingto standards of usage that are in some respects better understood by others.6
 But this is not the crux of the disagreement. For my social anti-individualistthought experiment does not even depend on my view that an expert and anindividual with a misconception of the nature of a disease can share beliefs.It is enough if they share reference with non-indexical concepts.7 I believe itevident, from many other thought experiments in addition to mine, that partialdependence on others for securing the reference of one’s words and conceptsis a common and well-entrenched phenomenon. Non-indexical concepts (non-indexical predicational elements in propositional representational contents) mustdiffer if their referents, or ranges of application, differ. Thus since the relevantconcepts are non-indexical and their referents or ranges of application differ, thepatients in the earth and twin-earth situations have different concepts or inten-tional thought contents, regardless of whether they share concepts or thoughtswith their respective doctors.
 Finally, Davidson expresses a distrust of thought experiments that centeron conditions that in fact never arise. It is true that the twin-earth aspectsof the thought experiment never arise. But these aspects are again inessential.The phenomena of shared reference and shared thoughts despite differences inexplicational understanding, and the phenomenon of relying on others for fix-ing reference and for fixing standards of use, are ubiquitous in social life. Theargument can work directly off these facts. I will not defend my view furtherhere. I turn to Davidson’s social anti-individualism.
 As I noted, Davidson’s version is very global. He holds that there are nobeliefs without language, no language without an actual interpreter, and hence nobeliefs without an actual interpreter. This very global social anti-individualismis linked to a set of further theses. He further claims that having beliefs con-stitutively depends on having a concept of objectivity, on having intentions to beinterpreted as one intends to be interpreted, and on having knowledge of one’s
 5 Davidson, ‘Knowing One’s Own Mind’, 449.6 I believe that there is a network of principles, with many escape clauses, that carry a bias
 in favor of preservation of meaning and thought content between people who communicate withone another. Cf. my ‘Content Preservation’; ‘Interlocution, Perception, and Memory’, PhilosophicalStudies, 86 (1997), 21–47; ‘Computer Proof, Apriori Knowledge, and Other Minds’, PhilosophicalPerspectives, 12 (1998), 1–37; and ‘Comprehension and Interpretation’, in L. Hahn (ed.), ThePhilosophy of Donald Davidson (Chicago: Open Court Publishers, 1999).
 7 Cf. my ‘Wherein is Language Social?’, in Alexander George (ed.), Reflections on Chomsky(Oxford: Basil Blackwell, 1989), (Ch. 11 above).
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 own thoughts. I doubt all of these theses. Detailed criticism of all of them herewould be impossible. The systematic character of Davidson’s work precludes it.I will fix on a pair of central points.
 Davidson’s triangulation thesis holds that to have thoughts, an individual musthave a language that is actually interpreted by someone else. Davidson surelyrealizes that this thesis is unintuitive. But it is motivated by the plausible viewthat in order for an individual to have definite thoughts, there must be some non-arbitrary fact or ground that fixes what those thoughts are about. We can assumethat something that regularly causes perceptual beliefs and which is discrimin-able for the individual gives one a start at finding a referent. But this consider-ation does not distinguish among, for example, light frequencies, retinal surfacestimulations, various distal types of stimulations in the environment—such asphysical surfaces, physical objects, properties of the objects—and various otherelements in the causal chains leading to a purported perceptual belief. The factthat a speaker and an interpreter both respond to the same objects and propertiesin the distal environment, even though they respond to different light frequen-cies, different surface stimulations, and so on, gives a non-arbitrary basis forattributing referents to the thoughts. These referents provide a starting point forattributing concepts about those referents. Davidson holds that in the absence ofsuch triangulation in the context of actual linguistic interpretation, there is nonon-arbitrary ground for attributing what thoughts are about. Similarly, David-son holds that in the absence of an interpreter, there is no non-arbitrary way tofix what would count as similarity of response to a purported cause.
 I do not find it plausible that the presence of an interpreter, who need bear nocausal relation to the interpreted individual, could play any role in constitutingthe nature of an individual’s mental states. I believe that any interpreter must tryto interpret mental states whose natures are independent of his or her interpret-ation. I will not develop this general doubt. I will also lay aside considerationsabout whether by memory and self-criticism an individual could develop triangu-lation on his own linguistic practice. I have never been convinced by argumentsthat hold that this is impossible in any deeper sense than that human childrencannot do it.
 The ground for doubt that I want to highlight stems from my view that therole that Davidson gives triangulation is filled much earlier in the ontogeny andphylogeny of the mental. Perceptual representation is individuated not only interms of what an animal can discriminate.8 It is individuated by reference to howperception figures in the animal’s basic activities and functions. The first thingthat a psychologist of animal vision asks is how vision aids the animal in copingwith its particular environment. Perceptual representation is always individuatedwith an eye not only to what the animal or its systems can discriminate, butalso to how the discriminations are used by the animal on the environment. The
 8 Cf. my ‘Perception’, International Journal of Psychoanalysis, 84 (2003), 157–167; and ‘Per-ceptual Entitlement’, Philosophy and Phenomenological Research, 67 (2003), 503–548.
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 relevant functions and activities are broadly biological and ecological. They areactivities like navigating around obstacles, finding home, catching prey, foragingfor food, escaping predators, linking up with a mate, and so forth. Relevantobjects and properties in the distal environment are those that the animal usesperception to deal with. Insofar as there is perception, these are the objectsof perceptual representation, other things equal. Similarity of response is alsounderstood in terms of responses (across comparable animals and within anindividual animal’s own life) appropriate to these activities. The relevant distalobjects, properties, and relations are further narrowed down by considering whatfeatures are accessible through the sensory receptors. For vision, these wouldbe fundamentally features like color, shape, motion, distance, moving physicalbodies, and so on. Other perceptual representations—those of food, danger, orshelter—would have to be explained in terms of their relations to representationsof properties like these.
 I said ‘insofar as there is perception’. Not all sensory systems are perceptualsystems. Perceptual systems link directly to animal activity—unlike servo-regulator sensory systems for regulating heartbeat, digestion, or even most mech-anisms for balance. Perceptions—at least many perceptions—are functionallyavailable to the whole animal. Moreover, perceptual systems exhibit perceptualconstancies. There are principles or mechanisms in the systems for representingproperties or other entities as the same even as proximal stimulation and per-spective or mode of presentation vary. For example, a perceptual system mightenable an animal to treat an object as stationary even as its retinal image growsdramatically and as its percepts of the object, its shape, and its position change.Or a perceptual system might enable an animal to treat a color as the same eventhough the illumination (hence the light intensity available to the retina andthe perceptual mode of presentation) vary dramatically. Treating entities as thesame is responding to them in ways that are functionally the same relative to theanimal’s basic activities. The science of vision has gone very far in providingrigorous explanations, in these terms, of perception in a wide range of animals.
 In my view, the triangulation problem—often called the ‘disjunction prob-lem’—that Davidson discusses to motivate appeal to linguistic communicationin the triangulation thesis is no longer a serious problem. A solution is open toreflection. The same solution has long been exploited in psychology—especiallyanimal psychology and visual psychology. Discriminated elements in the distalenvironment are the objects of perceptual representation because the distal envir-onment is what enters into animal activity, and because triangulation alreadyoccurs within genuine perceptual systems. Given this framework, just whichproperties and objects are perceptually represented can be determined by empir-ical testing. Triangulations offered by interpreters in linguistic communicationare not needed to provide a non-arbitrary ground that fixes what perceptualrepresentation is about.
 Perception is not thought. As a matter of terminology, I take concepts tobe certain elements in the representational contents of propositional attitudes.
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 I take thought to be a generic category for propositional attitudes. To think,an animal must have more than perception. As Davidson rightly emphasizes(pp. 98–101, 124 ff.), it must engage in inferences that tie different beliefstogether; it must have intentions connected to beliefs; and so on. Independentlyof the triangulation thesis, Davidson claims that a creature without languagecannot have beliefs. One argument is that without a language an animal cannothave the holistic interconnection among beliefs necessary to give the beliefsdefinite representational identities.
 I believe that Davidson is correct to insist that to have propositional attitudes,an individual must be capable of connecting any given attitude with a rangeof others through capacities for propositional inference. But I see no aprioriground to think that in the absence of language, an animal’s psychology cannothave requisite holistic connections. I want to enter two caveats here. One is thatholistic, inferential connections do not do all of the work in determining propos-itional content. Perceptual beliefs have conceptual representational content thatis parasitic on the representational content of perceptions. Perception-dependentconcepts have quite definite representational identities that depend not only ontheir role in simple propositional inferences (a role necessary to enable them tobe concepts), but also on their relation to perceptual representations, which havetheir own definite representational, though non-conceptual, identities. The othercaveat is that the nature and extent of the requisite holism should not be assumedapriori. There may be areas of propositional inference for an animal or youngchild that are relatively specialized in the sense that principles and conceptsappropriate to a given domain or type of enterprise are not transferred to otherdomains. Cognitive specialization seems to be a natural product of evolution,and I see no apriori reason why it should not apply to propositional attitudes aswell as more primitive action sets and perceptual representations—as long asbeliefs and intentions of any given sort are connected to some others by a rangeof inferential capacities—deductive, inductive, categorizational.
 Davidson sometimes lists concepts that cannot be correctly attributed to anim-als. There are, of course, many concepts for which there is no empirical groundto believe an animal has them. It is extremely plausible that many conceptscould not mark abilities in an individual’s psychology if that individual did nothave language. But listing such concepts does not show that attributing simplelogical constants, perceptual concepts, and other primitive concepts fitted to ananimal’s basic activities and abilities is mistaken.
 Sometimes Davidson claims that to have concepts and propositional attitudes,a being must have many general beliefs, or beliefs about natures, or beliefsabout what it is to be an F (pp. 98, 101, 124, 195). I am not sure whetherhaving a language is necessary to having such beliefs.9 I think we need a much
 9 I think that simple quantification is probably available to non-linguistic higher animals, thoughI have never been convinced by (Quinean) arguments that quantification is constitutively necessaryfor objective reference.
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 richer analysis of purported internal connections between having a language andhaving explicational and explanatory abilities. But I also see no reason why ananimal must have beliefs about natures or essences, or a conception of laws orcriteria, to have beliefs. I am not even sure that it is necessary that an animalhave non-modal general beliefs, as long as it makes inferences according togeneral principles.10
 Davidson does not defend these claims about the need for general beliefs andbeliefs about natures. I am aware that others have. I believe that such defensesas have been mounted do not survive close scrutiny. What is needed to havepropositional attitudes is an interconnected set of capacities for propositionalinference in the formation of belief and in intentional activity—all making useof definite representational contents. The attribution of such abilities shouldyield genuine, non-otiose explanations of the individual’s or species’ activities.In the last two or three decades, I believe that empirical explanations of thebehavior of very young children and higher, pre-linguistic animals have metthese constraints. There is evidence that higher animals use simple reasoningabout perceivable objects and events to carry out plans, including long-termplans involving adaptable, flexible, multi-form relations between means andends, that are illuminatingly explained only in terms of inferences among simplepropositional attitudes. In the case of many non-human species, it seems to mean open empirical question whether they have propositional attitudes. I think thatthere is empirical ground, however, to think that non-human apes are amongthose that do. No apriori argument that I know of preempts or rules out theseapparent empirical grounds.
 Davidson also claims that to have beliefs, a being must be capable of sur-prise, in the particular sense that it has a conception of a mistaken belief anda conception of objective truth (p. 102). I do not find this claim persuasive. Inmy view, there is a persistent tendency in twentieth-century philosophy to movetoo easily between requirements on having propositional attitudes with objectivereference and requirements on attitudes involving a conception of objectivity. Inthe work of some very fine philosophers, the move is just conflation. Davidsondoes not conflate the two levels. He makes the move quite explicitly.
 But I see no impressive justification for it. I think the claim that to have abelief, one must have beliefs about beliefs—and about their objective truth orfalsity—is not a conceptually compelling claim. I think it quite implausible.
 10 Cf. note 9. The very having of concepts requires associated inferential capacities. Inferentialcapacities are general. I believe that an animal need not be capable of representing logical truthsassociated with the relevant inference rules. Whether an animal must be capable of representingsome sort of generality (that is, have quantifiers) if it is to have propositional attitudes seems tome less obvious. One can certainly imagine inferences involving propositional connectives amongsingular perceptual thoughts, following inference rules for the connectives together with substitutionof identities. I believe that certain types of animal memory introduce generality in ways that gobeyond perception and that higher animals may have simple beliefs in quantified form. These issuesneed more exploration.
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 I believe that this claim, and its attendant background considerations, are notnearly strong enough to oppose an increasingly sophisticated and well-entrenchedbody of empirical explanation. Empirical evidence suggests that there are anim-als and very young children with beliefs, but no beliefs about beliefs.11
 A conception of objectivity does require the interconnected set of abilitiesthat Davidson lays out in many subtle and compelling ways. A conception ofobjectivity is perhaps intimately connected with having a language. A conceptionof objectivity may well be distinctive of human beings, at least on our planet. Buthaving simple capacities for propositional inference among perceptual beliefs,memories, intentions, and plans that represent a world that is objectively inde-pendent of those beliefs does not require a conception of objectivity. Havingsuch beliefs perhaps requires a capacity for learning and for surprise in theordinary sense. It certainly requires a system of first-level beliefs and intentionsand first-level capacities for propositional inferences, which are subject to normsfor veridicality, correctness, error, entitlement, and so on. But meta-conceptionsof these matters are not constitutively necessary.
 The notions of correctness and error in representation already have a gripon perceptual representation. They gain grip in the context of the perceptu-al constancies embedded in animal perceptual systems and in the context ofthe use of perception to fulfill animal needs and functions in the animal’snormal environment. Notions of (propositional) truth and falsity become applic-able when representation is embedded in a system of propositional inference,and when questions of rational and other epistemic norms for inference andbelief formation are apropos. This system necessarily involves at least limitedinferential holisms, and it again serves the animal’s functions in its normalenvironment. Such a system does require certain capacities to represent inde-pendently of the immediate perceptual context which I will not detail here.But having a language and having a concept of objectivity are not necessaryconditions on having propositional attitudes. They are conditions on varioustypes of understanding. Propositional abilities emerge before any capacity tounderstand them.
 I have other differences with Davidson. I differ on what it takes to answer thesceptic. I differ on important details of the epistemology of perceptual belief.12
 But I want to conclude on a harmonious note. Excellence in philosophy is notfundamentally a matter of getting things just right. It is a matter of richnessin argumentation. It is a matter of depth and breadth of insight. It is a matterof opening new subjects for reflection and of reorienting reasoning about old
 11 Cf., e.g., Daniel Povanelli, Folk Physics for Chimps (Oxford: Oxford University Press, 2000);Michael Tomasello and Josep Call, Primate Cognition (Oxford: Oxford University Press, 1997).
 12 On the former, see my ‘Some Reflections on Scepticism: Reply to Stroud’ in M. Hahn andB. Ramberg (eds.), Reflections and Replies: Essays on the Philosophy of Tyler Burge (Cambridge,Mass.: MIT Press, 2003). On the latter, see my ‘Perceptual Entitlement’.
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 subjects. It is sometimes a matter of developing new truths or approximatetruths. Donald has done all these things, and in good measure. We do not pausefrequently enough to celebrate, admire, and praise achievement in philosophy.Here is a case and an occasion where we should do so. Let us hope that we willbe given even more from this rich source of philosophical wisdom.13
 13 This comment is a lightly edited and lightly supplemented version of my oral comments onDonald Davidson’s Subjective, Intersubjective, Objective at the convention of the Pacific Division ofthe American Philosophical Association in Spring of 2002. I have retained some of the informalityof the occasion—using ‘Davidson’ in passages of discord and ‘Donald’ where the cadences expressharmony.
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 Over the last decade I have argued that certain relations between an individualand his environment are partly determinative of what it is for the individualto have certain kinds of mental states and events. In any full explication ofthe nature of such mental states, such relations will be cited. I call this view‘anti-individualism’.
 I have grounded this view on a series of thought experiments. I will provide acrude sketch of one of them. One imagines someone A with a general familiaritywith aluminum but without an ability to provide an account of the nature ofaluminum that would distinguish it from every other actual or possible metal. Ais aware that he is unable to do this, and allows that there might be other metalsthat would not be aluminum, but which he would be at a loss to distinguishpractically or theoretically from aluminum. Nevertheless, A does often see, talkabout, think about aluminum—as aluminum. He thinks that aluminum is a lightmetal, for example. A is like most of us.
 Next one imagines a counterfactual environment in which there is no alumin-um and no colleagues of A who think or talk about aluminum. This environmentcontains in aluminum’s place one of those actual or possible metals that A couldnot distinguish from aluminum. Call this metal ‘twalum’. The environment alsocontains either A or a counterpart of A that is for our purposes physiologic-ally identical with A, throughout his history. Call this individual ‘B’. (Insofar asthere are minor gravitational differences between aluminum and the other metal,I assume that they need not affect B’s physiology in any way that is relevant toaccounting for his mental states.)
 In such a case, B clearly does not have any thoughts about aluminum. Hedoes not, for example, think that aluminum is a light metal. He thinks rather thattwalum is a light metal. The difference in thoughts clearly depends on differ-ences in the two individuals’ relations to their environments. A grew up seeingand otherwise interacting with aluminum. The kinds of thoughts that he canthink are determined by these interactions. B’s counterpart grew up interactingwith twalum, and acquired thoughts grounded in these interactions. Thus the
 I am grateful to Ned Block and David Braun for valuable criticisms.
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 individuation of thought kinds sometimes depends on one’s relations to one’senvironment.
 The original thought experiments concerned mental states and events, ordin-arily understood. More recently, I showed that non-individualistic modes ofindividuation can be clearly discerned in the method and theory of cognitivepsychology—in particular, the psychology of vision. I think that nearly all partsof psychology that attribute intentional mental states presuppose such modes ofindividuation for some of their explanatory kinds.1
 I find this view about psychology natural and unmomentous, once it is real-ized that intentional states as specified in ordinary mentalistic discourse areindividuated non-individualistically. Cognitive psychology makes extensive useof intentional idiom. Nothing critical to the scientific purposes of cognitive psy-chology seems to be at odds with its sharing with common sense a presuppositionof non-individualistic kind individuation. Such individuation supports some ofthe primary aims of psychology.
 Many philosophers do not agree. Although most have conceded the non-individualistic character of mental states as specified in ordinary discourse, manyare convinced that psychology cannot reasonably individuate mental states in thesame way. Most of the writing from this point of view has not bothered to defendthis conviction in any detail. It is devoted to attempts to specify individualisticconceptions of content—‘narrow content’. These conceptions are not employedoutside philosophical circles. Their potential interest derives from the convictionthat cognitive psychology (unbeknownst to itself ) needs them as surrogates formore ordinary, non-individualistic conceptions. I shall ignore them here, thebetter to concentrate on the conviction.
 I want to discuss a line of objection to my views, developed by Jerry Fodor,that features causation.2 I hope that this parochial exercise will serve two moregeneral purposes. It will indicate how a common but mistaken view of thespecial sciences can underlie reasoning about causation. And it will motiv-ate an alternative view of the relation between causation and individuation inpsychology.
 I
 Fodor’s line of objection is very general. It purports to appeal to such gener-al features of science that, were it sound, there would be no need to discuss
 1 Cf. my ‘Individualism and the Mental’, Midwest Studies of Philosophy, 4 (1979), 73–121;‘Other Bodies’, in A. Woodfield (ed.), Thought and Object (Oxford: Oxford University Press, 1982);‘Cartesian Error and the Objectivity of Perception’, in P. Pettit and J. McDowell (eds.), Subject,Thought, and Context (Oxford: Oxford University Press, 1986); ‘Intellectual Norms and Foundationsof Mind’. The Journal of Philosophy, 83 (1986), 697–720; ‘Individualism and Psychology’, ThePhilosophical Review, 95 (1986), 3–45 (Chs. 5, 4, 7, 10, 9 above).
 2 Jerry A. Fodor, Psychosemantics, (Cambridge, Mass.: MIT Press, 1987), ch. 2. I will cite pagenumbers from this work in the text.
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 specific theories in psychology. In keeping with the cast of his objection, Fodorhas nothing to say to my arguments that the psychology of vision is non-individualistic. The objection begins with a simple argument, and proceeds withsome intricate considerations in favor of one of the argument’s premises.
 The argument is as follows: (1) Psychological explanation is causal explan-ation. (2) States and processes appealed to in psychological explanation shouldbe type-individuated in terms of their causal powers. (3) The anti-individualisticconception postulates the possibility of differences in mental states and pro-cesses between two individuals without any corresponding differences in theirbrain states. (4) But individuals cannot differ in their causal powers if they donot differ in their brain states. So: (5) Psychological explanation should nottype-individuate states and processes anti-individualistically.
 I will concentrate on step (4), but first a word about the other steps. Step(3) is acceptable for the sake of argument, but it is not strictly true. The anti-individualistic conception claims that in many cases what it is to be in a certainkind of mental state depends on relations between an individual and his envir-onment. This conception does not entail that two individuals’ mental kindsmight differ while relevantly corresponding brain states and events remain type-identical.3 Failure of supervenience of an individual’s mental kinds on his neuralkinds follows only if relevant differences in the environment do not neces-sitate differences in the individual’s underlying brain states. Now I do rejectmind–brain supervenience. I think it ‘metaphysically possible’ for two peoplewith the same brain state kinds (over their whole histories) to have differentkinds of mental states. Mental states depend for their natures on relations to theenvironment in ways that are different from the ways brain states do.4 I thinkthat the aluminum example can be used to undermine mind–brain supervenienceas well as individualism. Thus step (3) is sound, at least ad hominem.
 Fodor’s construal of steps (1) and (2) ignores a widely held position associatedwith Davidson. According to this position, although psychological explanationis causal in the sense that it makes reference to causal relations, psychologic-al states are not type-individuated to fit causal laws. Psychological explanation
 3 Here and elsewhere, I understand the notion of ‘might’ or possibility involved in step (3) tobe not scientific or physical possibility but something like what is commonly called ‘metaphysic-al possibility’. (Similarly for ‘cannot’ in step (4).) My views do not depend on exactly how oneconstrues this notion as long as one allows possibilities or illustrative stories that allow conditionsof individuation to vary, where these conditions may include physical law. I think that some psy-chological kinds depend for their natures on physical laws relating individual to environment. Intesting this view, one must consider ‘possibilities’ in which physical laws are not held fixed. It isnot strictly necessary that one consider such variations of physical law ‘possible’ (although I doincline toward thinking of them as possible) as long as one allows oneself heuristic devices thatenable one to bring out the sensitivity of psychological kinds to environmental conditions, includingenvironmental laws. I use the phrase ‘metaphysical possibility’ with these qualifications in mind.
 4 I take it that to be a brain involves evolving in a certain way and having certain functionswithin the environment of the rest of the body, and probably within a larger environment. So anentity that coalesced by quantum accident but which was atomically homologous to a brain wouldnot be a brain. So the natural kind brain is itself not supervenient on the atomic make-up of a brain.
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 provides loose law-like generalizations about events whose causal efficacy isbest accounted for only in non-psychological terms.5
 For the sake of argument I will grant steps (1) and (2) with two qualifica-tions. One is that I will not assume that Fodor and I understand ‘causal power’in the same way. The other is that I do not agree that causally relevant type-individuation always focuses on effects. The causal antecedents of instances ofa type (or of events explanatorily associated with instances of a type) are some-times more significant. Types of rock in geology, species in biology, indicatorinstruments in science and engineering, optical fibers in physiology, perceptualstates in psychology are clearly typed more with a view to causal antecedentsthan with a view to causal consequents.
 The crux of the dispute is step (4) and its notion of ‘causal power’. Beforeconsidering Fodor’s arguments for step (4), I want to make some backgroundremarks. I assume with Fodor that individuals with the same brain states willmake the same movements. I also assume that there are no gaps (into whichmental events might swoop) among the events described by the physical sci-ences. I further assume that if causal chains as described in the physical sciences(‘physical causation’) did not occur, causal chains as described by psychology(‘psychological causation’) would not occur.
 If one thinks about psychological causation purely from the point of viewof ‘physiological causation’ (causation as described by physiology)—or moregenerally, causation as described in the physical sciences—one is likely to settleon a use of ‘causal power’ according to which step (4) is unproblematic. Con-sidered apart from individuation in psychology, (4) can certainly seem plausible.But Fodor’s notion of causal power is developed in the context of steps (1) and(2). The causal powers of an individual must be understood to be properties thatdetermine how psychology individuates its kinds. This restriction is critical inevaluating (4). I shall invoke it repeatedly.
 The following point of view motivates accepting (4) in the light of the restric-tion: Physiological processes are where the ‘real’ causation in psychology goeson. Psychology should concern itself with ‘real’ causation. So psychology shouldadopt a taxonomic scheme that does not distinguish psychological causes or
 5 Cf. Donald Davidson, ‘Mental Events’, in Essays on Actions and Events (Oxford: Oxford Uni-versity Press, 1980). This view seems to lie behind the excellent discussion of Fodor’s argumentin Robert Van Gulick, ‘Metaphysical Arguments for Internalism and Why They Don’t Work’, in S.Silvers (ed.), ReRepresentation, Synthese Philosophy Series (Dordrecht: Kluwer, 1988). I agree withmuch of Van Gulick’s discussion. In particular, we agree that Fodor provides no good reason tobelieve that individuation of psychological kinds must supervene on individuation of neural kinds.But I want to mention a point of difference. Van Gulick apparently holds that physical descriptionsare the primary ones in indicating causal relations. He apparently does not see psychological prin-ciples as causal principles but calls them psychologically interesting generalizations that, in someunspecified way throw light on causal patterns. This view may be correct. But I do not myselfembrace it because I do not think that there is any clear, well-established sense in which physicaldescriptions of mental–physical causal relations provide the primary insight into causal relations.Cf. sec. V.
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 effects unless there is a distinction in physiological causes or effects. I believethat this point of view drives Fodor’s intuitions.
 The point of view is certainly odd. It is a precarious strategy to abstract fromthe aims and practice of psychology in trying to understand psychological kindindividuation. Fodor thinks that he can assume a notion of causal power that isindependent of issues regarding psychology and then use it to place restrictionson kind individuation in psychology. I will explain in the following sectionswhy I find this approach hopeless.
 II
 I turn now to Fodor’s arguments for step (4)—the view that it is impossiblefor individuals with the same brain states to have mental states with differentcausal powers. I shall divide the arguments into two stages, letting expositionprecede evaluation.
 (I) Fodor considers the following view: A and B have different causal powersbecause when A says the word forms ‘Bring aluminum’, he causes someoneto bring him aluminum; whereas when B says ‘Bring aluminum’, he causessomeone to bring him twalum (since in his environment, those word formsmean to bring twalum).6
 Fodor replies that identity of causal powers must be assessed across ‘con-texts’, not within ‘contexts’. As an analogy he considers testing the causalpowers of his and his reader’s biceps: ‘Roughly, our biceps have the samecausal powers if the following is true: For any thing x and any context C, ifyou can lift x in C, then so can I; and if I can lift x in C, then so can you.’ Ifin a context in which a chair is nailed to the floor Fodor cannot lift it, and inanother context in which the chair is not nailed to the floor his reader can liftit—that difference does not show that their biceps have different causal powers;for they have been tested in ‘different contexts’. Fodor concedes that when Aand B say the word forms ‘Bring aluminum’, they get different sorts of things intheir respective environments. But he claims that this difference is irrelevant totesting their causal powers, because their utterances occur in different contexts.He holds that if the causal powers of A and B were tested in the same contexts,they would always be the same [pp. 34–35]. I think these claims mistaken. Ishall return to them after setting out the second stage of the argument.
 (II) Fodor next imagines his opponent’s conceding that the causal powersof physiological twins are always the same when tested against effects that arenon-intentionally individuated. He considers the view that such twins still differin their intentionally individuated behavior. One might add that they also differ
 6 Fodor discusses other examples I have given. I will key his discussion to the aluminumexample. I think that this will not affect the substance of the discussion.
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 in numerous other mental effects—including those thoughts, desires, intentionsthat involve the concept aluminum. Fodor offers two replies.
 (IIA) He finds it hard to see why the position would not be committedto holding that A and B’s brain states differ as well as their mental states(pp. 37–38): A is in a brain state that eventuates in his uttering the form ofwords ‘Bring aluminum’; so is B . If their uttering these forms of words countsas their behaving differently, it looks as though their brain states differ in theirbehavioral consequences—hence in their causal powers, hence in the brain statetypes of which they are tokens. But it seems clear that A and B need not differin their brain states.
 (IIB) Fodor’s primary reply rests on an example that he appeals to repeatedly.He defines ‘is an H-particle at time t’ so that this phrase applies to a particle att if and only if Fodor’s dime is heads-up at t. He defines ‘is a T-particle at timet’ analogously for tails-up. He points out that whether particles are H-particleshas nothing to do with their causal powers. [p. 33]
 Fodor thinks that the view that psychology might treat A and B as differingin their intentionally specified behavior (and mental states) is analogous to theview that physics might distinguish H-particles from T-particles. But it is hardlyobvious that the analogy holds. What Fodor needs to show is that there are nolaws or law-like generalizations, of the sort psychology provides, that describeactual causal patterns and that are formulable in the ordinary non-individualisticvocabulary.7
 Fodor’s remarks to this end are not very concise. I will try to summarize themfairly. Fodor states that the trouble with the H-particle method of individuationis that the relations between the coin and the particles are not the right kindto ‘affect the causal powers’ of the latter:8 ‘Effects on causal powers requiremediation by laws and/or mechanisms; and, in the Twin cases, there are nosuch mechanisms and no such laws.’ He supports this claim as follows: Forany causal relation between A’s mental states and instances of aluminum, theremust be a corresponding relation that holds between A’s neurological statesand instances of aluminum—a sort of causal relation which B’s neurologicalstates do not enter. Despite this difference, A’s and B’s neurological states aretype-identical. This is because ‘the difference in causal histories of their brainstates is not of the right sort to effect a difference in the causal powers of theirbrains.’ He concludes, ‘Parallelism of argument surely requires us to hold thatthe differences between the causal histories of the mental states [of A and B] are
 7 I am using my terminology here rather than Fodor’s. Oddly, he characterizes individualism asthe view that psychological states are individuated with respect to their causal powers [p. 42]. Iagree with this view, with the provisos about the understanding of ‘causal power’ and about therole of causal antecedents in individuation that I have indicated.
 8 Elsewhere, Fodor seems to suggest this definition: ‘x’s having property P affects x’s causalpowers just in case x wouldn’t have caused the same events had it not been P’ [p. 38]. He seems tointerpret ‘x wouldn’t have caused the same events had it not been P’ as ‘in some possible context, ifx had not been P, x would not cause some kinds of events that it now would cause in that context’.
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 not of the right sort to effect differences in the causal powers of their minds.’[p. 39, note 6]
 This supporting argument does not advance the discussion. It simply begs thequestion. I accept everything in the argument up to the conclusion, but I denythe conclusion. Psychology does not and need not individuate mental states inparallel with brain states.
 Fodor says more. He says that on my view about the individuation of psycho-logical kinds, there must be some mechanism that connects the causal powersof an individual’s mental states with his environment and that it does so withoutaffecting his physiology. But he claims it is impossible to affect the causalpowers of a person’s mental states without affecting his physiology:
 God made the world such that the mechanisms by which environmental variablesaffect organic behaviors run via their effects on the organism’s nervous system.[pp. 39–40]
 You can affect the relational properties of things in all sorts of ways—including bystipulation. But for one thing to affect the causal powers of another, there must be amediating law or mechanism. It’s a mystery what this could be in the Twin … cases;not surprisingly, since it’s surely plausible that the only mechanisms that can medi-ate environmental effects on the causal powers of mental states are neurological.The way to avoid making this mystery is to count the mental states—and mutatismutandis, the behaviors—of Twins … as having the same causal powers, hence astaxonomically identical. [p. 41]
 These remarks risk conflating the question whether causal claims of eventsthat run from the environment to behavior necessarily run ‘via’ neural chainsof events, with the question whether patterns of causal relation between theenvironment and the individual could bear on the individuation of psychologicalkinds in a different way from the way they bear on the individuation of neuralkinds.9
 The first quote urges the view that the environment has effects on organicbehavior only if it has effects on the organism’s nervous system. This view isno objection, since I accept it.
 The second passage is hard to interpret. Insofar as it differs from the first, itclaims that only a neurological law or pattern can connect environmental effectson an individual with those causal properties of mental states that are relevantto the individuation of mental states. I suspect that if Fodor were not conflating
 9 Fodor’s terms ‘mechanism’ and ‘affect the causal powers’ tend to engender the conflationdescribed above. Sometimes ‘mechanism’ can mean ‘causal chain of particular events’; sometimesit can mean ‘law’ or ‘law-governed pattern of causally related events.’ ‘Affect the causal powers’can seem to describe a relation between particular events that are the effects of the environmenton the individual and particular states or properties that are further effects of these effects. Butinsofar as it is relevant to individuation, it must be used to describe the bearing of patterns of causalrelations (e.g. between the environment and the individual) on the individuation of kinds relevantto causal explanation in psychology.
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 chains of individual events with patterns—chains of types of events—or withlaws, he would not have made this claim. For there is no reason why a psycho-logical law or pattern cannot make the connection. Nor is there any reason whya law or pattern involving psychological kinds cannot relate the individual to hisenvironment. Fodor suggests that there is some mystery about failures of super-venience between psychological and physiological kinds, without explainingwhat it is.
 In order to understand better how failures of supervenience of the mentalon the physiological are compatible with psychology’s assumption that gaplessneurological chains must connect stimulus with response, let us set psychologyaside for a moment and look at some other sciences. In geology, land masses aretyped as plates because of their relations to other land masses. If there were nosliding of land masses across the face of the earth, land masses would not havebeen typed as plates. Moreover, the causal powers associated with these landmasses would have been differently described by geology. But the chemistryand physics of the relevant land masses need not (metaphysically need not) havebeen affected. A land mass with substantially the same non-relational physicalfeatures could—because of its different relations to the environment—be of adifferent geological kind. Thus geological kinds do not supervene on the kinds ofmasses that are described by physics and that constitute the geological entities.
 Similarly in biology, organs in the body are typed because of their function inthe ‘bodily environment’ that surrounds them. Something is a heart because itsorganic function is to pump blood in a circulatory system that extends beyondthe surfaces of the heart. One can imagine an organ in a different sort of bodywith a totally different function (it might pump waste for example). The causalpowers attributed to such an organ by biology would be different from thoseattributed to a heart. Such an organ would not be a heart, but it might bechemically and structurally homologous to a heart. The biological kind heartdoes not supervene on the chemical structures of material that constitutes hearts.
 The special sciences track causal patterns that cut across one another. Onescience’s typology may be more ‘environmentally’ dependent than another’s, ordependent on a different sort of environment. In such cases, it is possible for thatscience (geology, biology) to make its methods of kind individuation sensitive topossible differences in individual environmental patterns of interaction, while thetypology of a science (chemistry, physics) that deals with the underlying physicalconstitution of the individual remains insensitive to those possible differences.
 In my view, despite significant differences between psychology and the natur-al sciences, psychology’s relation to neurophysiology is similar, in the relevantrespects, to the just mentioned relations between natural sciences. There arecausal patterns between environment and individual that warrant typing certainpsychological states in terms of aspects of the environment. Psychology may tryto explain such environment–individual interaction. Or it may presuppose suchcausal relations in its typology, using this typology in explaining the individu-al’s behavior and formation of mental states. (For more on this distinction, see
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 Section IV.) Whenever psychology attempts to explain an individual’s behavioron the basis of such a typology, there must be neurologically typed causal chainsconnecting stimulations of bodily surfaces and bodily motions.
 But these typologies cut across one another. If the environment has beenrelevantly different, the patterns of interaction between individual and environ-ment—which are either explained or presupposed—would have been different.The psychological kinds that the individual would instantiate would have beendifferent. But there is no reason in metaphysical principle why these differ-ences must affect the typology of neurophysiology. The patterns of causationthat neurophysiology deals with have less to do with individual–environmentalrelations than those that concern psychology.10
 10 I made these points in ‘Individualism and Psychology’ (Ch. 9 above). (The quote that I takefrom this article below is on pp. 230–231, this volume.) I warned against confusing causation—arelation among particular events or states—and individuation, which is based on patterns amongcausal relations. I pointed out that there is a non sequitur in the following reasoning: the world is soconstituted that the only way that the environment can have effects on an organism’s behavior is tohave effects on its nervous system, which in turn produce bodily motions that constitute behavior.So any difference in the typology of mental states or behavior must have a corresponding differencein the typology of neural states. This reasoning leaps from necessary dependence of psychologicalcausation on neural causation and continuity of causation at the neural level, to supervenience ofpsychological kind on neural kinds. The gap in reasoning is illustrated in the examples from othersciences that I provided.
 I had written, ‘Variations in the environment that do not vary the impacts that causally ‘affect’the subject’s body may ‘affect’ the individuation of the … intentional processes he or she isundergoing. … It does not follow that the environment causally affects the subject in any waythat circumvents its having effects on the subject’s body’. Fodor replies:
 But it looks to me like that’s precisely what does follow, assuming that by ‘causally affecting’the subject Burge means to include determining the causal powers of the subject’s psycholo-gical states. You can’t both individuate behaviors in Burge’s way (viz. nonlocally) and holdthat the causal powers of mental states are locally supervenient. [p. 41]
 This reply is confused. I meant by ‘causally affects the subject’ ‘bears causal relations to eventsor states in the subject’s mind or body’. I do individuate some behavior nonlocally, but I take itthat the causal powers of mental states—and more generally the sorts of properties that psycho-logy is concerned with when it gives causal explanations—are also not locally supervenient; theindividuation of the mental states and their causal powers presupposes certain relations between theindividual and his environment. Causation is local in the sense that each causal series of partic-ular events between the environment and the individual’s mental states necessarily ‘runs via’, orpresupposes the existence of, some causal relations (causal series of particular events) between theenvironment and the surfaces of the individual’s body; and each causal relation between the indi-vidual’s mental states and his behavior is necessarily associated with some causal series between theindividual’s neural states and his bodily motions (ignoring behavior that does not involve motion).But individuation of mental kinds and behavioral kinds, and individuation of those causal powersassociated with these kinds, are nonlocal.
 Fodor does get around to questioning this position. But his questioning amounts to unsupportedexpostulation: ‘But is Burge seriously prepared to give up the local supervenience of causal powers?How could differences of context affect the [individuation of] causal powers of one’s mental stateswithout affecting the [individuation of] states of one’s brain?’ [pp. 41–42]. (I have interpolatedthe phrases in the brackets to guard against further confusion of causation with individuation.) Theanswer to the first question is ‘yes’. As regards the second, the examples from other sciences showhow differences in environmental ‘context’ could affect psychology’s individuation of kinds andcausal powers without affecting the individuation of kinds or causal powers by a science concernedwith the physical constitution of the individual.
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 This completes my discussion of Fodor’s defense of line (IIB). It also con-stitutes a reply to his line (IIA). Brain sciences are concerned with patterns thatare not as sensitive to individual–environmental relations as the patterns thatconcern psychology.
 III
 I turn now to Fodor’s first (I) line of defense of the idea that individuals cannotdiffer in their causal powers if they have the same brain states—step (4) inhis argument. It will be recalled that Fodor claimed that causal powers of twoindividuals must be tested by considering effects of their activities in the samecontexts. He further claimed that if the twins were tested in the same contexts,they would always produce the same effects. He took this result to indicatethat they have the same causal powers—powers in terms of which psycho-logy individuates its kinds. So the twins are supposed to be psychologicallyidentical.11
 The appropriate applications of the notions of causal power and contextare, however, less obvious than Fodor supposes. In the first place, there areclearly ‘contexts’ in which the twins’ utterances would produce different non-intentionally specified effects in the physical world. Suppose a context in whichhearers understand what both A and B say, wish to comply with their requests,and are in a position to do so. (For no explicit reason, Fodor uses only contextsin which the remarks by exactly one of the twins will be misunderstood byhis hearers.) When A makes a request with the sounds ‘Bring aluminum’, he isbrought aluminum. When B makes a request with the sounds ‘Bring aluminum’,he is brought twalum. Since the individuals have different physical effects inthe same context, by Fodor’s own test they have different causal powers.
 The case relies on hearers’ understanding. I think that this reliance is appro-priate. Hearer understanding is the normal situation when the effects of speechare being considered. Regularities associated with successful communication arepresupposed in most experiments in cognitive psychology.
 This reliance is, however, inessential. There could be a device that traced thehistories of individuals, recording whether they had been in causal contact withaluminum. Such a device could bring aluminum to an individual with such acausal history when he made the sounds ‘Bring aluminum’—and not otherwise.In such a context, A would have different effects from B . Once again, thereis a possible context in which the twins’ acts produce different effects. Unlesssome restriction is placed on admissible contexts, Fodor’s test will count any
 11 The mental events of the twins in the relevant thought experiments cause different mentalevents and intentional actions. Our discussion has shown how this is possible. But for purposes ofcriticizing this line of objection, I shall not rely on this view.
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 two individuals with any differences at all in their physical histories as havingdifferent causal powers.
 Of course, one might justly protest that many such devices will not be keyedto the sort of causal powers that are relevant to causal explanation in science. Butthis protest brings out a weakness in Fodor’s test. The test does not provide anindependent check on whether two individuals will fall under the same explanat-ory kinds for any given science. Interpreting the test in such a way as to make itindividuate those causal powers that are relevant to scientific typology requiresthat one already know what counts as an admissible kind. But that is preciselythe point at issue. Not all historical considerations are irrelevant to typing in thesciences. Whether a rock is igneous, whether an organ is a heart, whether a neur-al fiber is optical depends on how it was formed and/or what its evolved functionis—not merely on how it will respond physically to any conceivable stimulus.Similarly, it is hardly obvious that a context in which a speaker’s utterances areunderstood is an inappropriate context for checking causal powers relevant topsychological explanation. By itself Fodor’s test provides no restriction at allon kind individuation in the sciences.
 There is another thing wrong with the test. It is insensitive to differencesamong the typologies of different sciences. So it is insensitive to the differentways in which sciences recognize causal powers. Consider the case of a heartagain. To be a heart, an entity has to have the normal, evolved function ofpumping blood in a body’s circulatory system. One can conceive of a physicallyhomologous organ whose function is to pump waste—or even a physicallyhomologous entity that came together accidentally and lacks a function. Suchentities would not be hearts.
 The causal powers of a heart that are relevant to its being typed a heartconcern its role in circulating blood. Similarly, many of the physiological lawsthat govern a heart have to do with its relations to its environment—the relationbetween heart pressure and pressure in the blood vessels, the relation betweenregulatory systems in the brain and pumping action by the heart, and so on.
 We can imagine that a physically homologous organ whose function is topump waste is surgically replaced by a heart. This is a physically and perhapseven biologically possible situation. In such a context, the heart would havethe same physical effects as its physically homologous counterpart. We can alsoimagine a heart being surgically replaced by the organ for pumping waste; againthat organ would pump blood in the same way that the heart would.
 But it would be ludicrous to argue from these cases that the heart and itscounterpart have the same causal powers as typed by physiology and that there istherefore no difference in kind. From the point of view of some sciences, the twoentities would indeed count as type-identical. But the physiological differencesare patent. Physiology recognizes causal powers of the heart which are exercisedin its functionally normal environment. It individuates its kinds with a view tounderstanding regularities in an actual environment. Of course, other ‘envir-onments’ for the heart, in which it would have very different sorts of effects,
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 are metaphysically possible. The surgical example indicates such possibilities.Physiology may explain how the heart would act in some of these environments.But these environments are irrelevant to the scheme of kind individuation thatphysiology actually uses. Fodor’s test is insensitive to this dependence of manyspecial sciences on a normal environment for picking out those causal powersthat are relevant to an explanatory typology in those sciences.
 The analogy to psychology should be obvious. Psychological states are type-individuated to account for causal patterns that are played out in the environmentof the individual subject. The fact that from the point of view of physics orphysiology, the bodies of A and B may have the same effects if each weretransplanted into the other’s context does not show that those causal powers thatare of interest to psychology should be counted the same. Insofar as Fodor’s testignores the environmental background against which the individuals’ psycholo-gical states are type-individuated, it is useless as a test for those causal powersthat are relevant to type individuation in psychology.
 I conclude that Fodor’s line of defense (I) for step (4), like the lines (IIA)and (IIB), fails. I see no other arguments in favor of this step, nor does thestep seem plausible in view of the anti-individualistic considerations that countagainst it.
 IV
 An implicit source of the conviction that there is something scientificallyimpossible about the individuation of psychological states in an environmentallysensitive way is a misconception about the relation between individuation andenvironment–individual causal interaction. It is often thought that since bear-ing some complicated causal relation to aluminum or to water is clearly not aproperty cited in psychology and is not something that psychology is likely totry to explain, the anti-individualist view must be mistaken.12
 But a conflation underlies this reasoning. Not every relation between indi-vidual and environment that is necessary, sufficient, or importantly contributoryto the individuation of mental kinds is itself a candidate for a scientifically use-ful kind or relation. It is one thing to presuppose a property or relation in one’s
 12 Fodor seems to reason this way. He ridicules the anti-individualist conception by repeatedlycomparing the property of being an H-particle with that of being a mental state of a person wholives in a world where there is XYZ rather than H2O in the puddles [p. 34]. He then points out thatliving in a world where there is H2O in puddles is clearly not a scientific kind. A boring mistakein this reasoning is that, on my view (as on virtually anyone’s), just living somewhere has nothingdirectly to do with having any particular concept, and thus is irrelevant to psychology. (Fodor knowsthis—cf. p. 39, note 6; but he backslides in the interests, I suspect, of rhetorical point-making—cf.p. 40 and p. 40, note 7.) A more interesting reason for the failure of this sort of objection is thesubject of the ensuing paragraphs. The sort of conflation that I shall be discussing also dominatesFodor’s ‘Methodological Solipsism Considered as a Research Strategy in Cognitive Psychology’, inRepresentations (Cambridge, Mass.: MIT Press, 1981), 246–252.
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 typology. It is another to use it in one’s explanations. Thus a full philosophicalunderstanding of what it is to have the concept of water might refer to causalrelations between individuals and their environments. But it is not incumbent onpsychology, or any other science, to cite those relations as explanatory kinds.The property bears such and such causal relation to H2O is not the sort ofproperty that is appropriate for purposes of scientific explanation. The relevantpsychological kind is having the concept water.
 This conflation of scientific kinds with properties that figure in the explica-tion of what is involved in being an instance of those kinds plays a part in anargument originally put forward by Ned Block and repeated by Fodor.13 Blockdescribes a psychology of individual differences regarding taste. In accord-ance with one of my examples, we are to imagine twins with different con-cepts—someone who mistakenly thinks that brisket can only be beef, and atwin who has a concept other than brisket (call it tw-brisket) that correctlyapplies only to beef brisket. Fodor and Block lampoon the view that a psycho-logy of individual differences would attribute a difference between the twinsand ascribe the difference to a difference in ‘linguistic affiliation’, which is theputative source of their conceptual differences. They hold that the science wouldattribute any differences either to genetic endowment or to early learning.
 I see no reason to disagree. The objection does not clearly conflict withanything I hold. Let us grant, what seems dubious, that this branch of psychologyis acceptably clear about how it should treat the case. There is no reason to thinkthat the science makes full use of intentional notions. The science appears to beaimed at something like individuals’ de re preferences among tastes, regardlessof the details of how individuals conceptually associate those tastes with foodtypes. Presumably, any given piece of food, regardless of whether it is thoughtof as brisket or as tw-brisket, would taste the same to the twins. I do not doubtthat the individual’s precise way of thinking about the food taste is a matter ofindifference to the science. In such a case, the individuals would be treated ashaving the same preferences. Some aspects of psychology will be insensitive tosome or all the twin-earth thought experiments. Parts of psychology that makedo with limited or no intentional notions will fall in this category.
 My main reason for discussing the objection derives from another problemwith it. Suppose (I do not know how plausibly) a science that concerned itselfwith distinctively intentional differences among food preferences. Thus it wouldrecognize the possibility that an individual might prefer A to B even though,unbeknownst to him, A and B were the same food or food taste. Suppose that insuch a case, the twins were treated as having different preferences. Contrary toBlock’s objection, it is not a consequence of my view that such a science needcite linguistic affiliation as the explanatory source of the difference. One would
 13 Ned Block, ‘Advertisement for a Semantics for Psychology’, in P. French et al. (eds.), MidwestStudies in Philosophy (Minneapolis: University of Minnesota Press, 1986). Fodor’s discussion ofthe argument occurs in Psychosemantics, 40.
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 think that it is a consequence only if one conflated scientific explanatory kindswith relations that figure in the account of how those kinds are type-individuated.Linguistic affiliation (or the like)14 need not compete as an explanatory kind withthe kinds cited by Block. Innate equipment and early training are the rather crudeexplanatory categories cited. If the conceptual difference is innate, it wouldbe attributed to innate conceptual endowment; if the difference is learned, itwould be attributed to differences in early training. Differences in idiolect mightwell be associated with individual conceptual differences deriving from earlytraining; they reflect underlying differences in causal patterns. But they neednot be cited as an explanatory kind. Whether a property is cited depends on theexplanatory objectives of the science, not merely on its presupposed methodsof individuation.
 Block’s objection may suggest the following reasoning: cognitive psycho-logy does not make reference to social relations and does not attempt to explainlinguistic or other social interaction; so it cannot make use of intentional kindsthat are individuated by reference to social interaction. As I have indicated, theinference is mistaken. Cognitive psychology can presuppose social interaction inthe explication of what it is to have a given propositional attitude without mak-ing use of explanatory kinds or relations that refer to social matters, and withoutattempting to explain social interaction. Dependence on others in learning lan-guage may be so inescapable that it is a factor in the individuation of intentionalstates. Yet the details of causal relations, involving interlocutors, that determinethe reference and identity of a person’s concepts may not be appropriate forany scientific study, much less the study of psychology. Individual psychologycan idealize away from these interactions and make use of unreduced inten-tional notions as explanatory kinds, while it presupposes the existence of suchinteractions in the individuation of these kinds.15
 Even where psychology does attempt to explain individual–environment rela-tions, it need not explain the individuation conditions of its non-individualisticexplanatory kinds. This may be seen in the theory of perception, whose con-cern with such relations is comparatively straightforward. Perceptual theory is
 14 ‘Linguistic affiliation’, like Fodor’s ‘living in a world where there is H2O’ (cf. note 12) israther misleading as an indicator of the sort of property I would cite in an explication of whatin early training is relevant to conceptual differences. The way that interaction with other peopleaffects one’s idiolect is a complex matter. Cf. my ‘Wherein is Language Social?’, in A. George (ed.),Reflections on Chomsky (Oxford: Blackwell, 1989) (Ch. 11 above). ‘Linguistic affiliation’ suggestsprimitive ways of thinking about linguistic community.
 15 Several philosophers have held that my anti-individualistic views may be applicable to cog-nitive psychology, but only insofar as they do not appeal to social interaction. I find this distinctionmisconceived. It is true that cognitive psychology may attempt to explain (say) perceptual interactionwith the environment and may avoid concerning itself with social interaction. But this distinctionin explanatory objectives does not entail that there is a parallel distinction in the presuppositionsof the explanatory typologies. An individual’s thoughts about arthritis can be cited in explanationsthat idealize away from social interaction, even though an individual’s having those thoughts maybe explicable partly in terms of his dependence on others. Cf. my ‘Individualism and the Mental’and ‘Wherein is Language Social?’ (Chs. 5 and 11 above).
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 largely motivated by explaining the conditions under which perceptions presentthe physical world veridically (and those under which illusions are created). Butperceptual theory does not explain the conditions under which its intentionalperceptual kinds are individuated. That enterprise cuts across various scientificdisciplines—optics, evolutionary biology, cognitive psychology, and commonsense remarks about physical properties and the behavior of observers. Verylikely it will remain an enterprise for philosophy and for schematic backgroundremarks within the sciences, rather than for rigorous special-science theorizing.
 The general point is hardly peculiar to psychology. The special sciencesparcel out their domains of explanation in ways that do not necessarily treat thebackground conditions that govern their modes of individuation. The physiologyof the human heart presupposes but does not explain all the biological conditionsthat go into making an organ count as a heart. An account of the conditions underwhich words are individuated may go into historical matters; yet generativelinguistics may simply assume words for a lexicon as already individuated. Thesocial sciences cite psychological kinds, without explaining the individuatingconditions for such kinds.
 Psychology is partly concerned with how individuals function in theworld—how they get around in it; how they act in accord with their con-ceptions of it; how they perceive it, learn from it, and form certain true beliefsabout it; and how they relate to others who function similarly. These individu-al–environment relations help motivate the explanatory typology of intentionalpsychology. But psychological explanations of individual–environment relationsneed not recapitulate, or provide an explication of, the individuation conditionsof the kinds cited in those explanations. Scientific explanation and philosophicalexplication are different enterprises. Philosophers are more likely to forget thisthan scientists.
 V
 I want to close by reflecting briefly on the notions of causal power and causationin psychology. I have argued that insofar as we associate a conception of causalpower with individuation of psychological kinds, we get that conception notfrom some model drawn from other sciences, but from the explanations thatpsychology provides. This point generalizes to other special sciences.
 Not all the causal powers of an entity, considered in the abstract or fromthe point of view of physics, are relevant to typing it. The heart has numerous‘causal powers’ that are irrelevant to its being a heart. It will color a surfacered if dropped from a given height; it will damage an eye if it is used to skeetcertain solutions at it; it would pump waste if inserted into certain organicsystems. None of these powers is relevant to typing something as a heart. Noneare causal powers recognized by biology or physiology. What are relevant arethose causal and receptive powers exercised by the heart that yield the patterns
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 of causation studied in physiology—the powers exhibited when it carries outits basic function, pumping blood in the circulatory system of an organism.
 Many of the special sciences, including psychology, study patterns of caus-ation that involve relations between entities and other entities in their normal‘environments’. Their explanatory kinds are individuated in a way that presup-poses such relations. Astronomy studies the motions of the planets; geologystudies land masses on the surface of the earth; physiology studies hearts oroptic fibers in the environment of a larger organism; psychology studies activityinvolving intentional states in an environment about which those states carryinformation; the social sciences study patterns of activity among persons.
 Because the kinds recognized by these sciences are individuated by referenceto patterns in a normal environment that reaches beyond the surfaces of indi-viduals typed by those kinds, the kinds are not in general supervenient on theconstituents of those individuals. It follows that the causal powers relevant totype-individuating the explanatory kinds of a special science need not be ‘locallysupervenient’ on causal powers recognized by sciences that deal with underly-ing constituents. It also follows that there are imaginable cases in which twoentities with the same causal powers recognized by the latter sciences, or byphysics, may have different causal powers recognized by a higher-level specialscience. The heart and the organ that pumps waste, and the twins with differentpsychological states, provide examples.
 It is true that entities studied in the special sciences may act or react in certainways when they are transported outside their normal environments. A heart isstill a heart when it is in free fall, or hooked up in a body in order to pump waste.A person would still act on his beliefs and desires on Twin Earth. Sometimesthe relevant special science will have nothing to say about how the entity willbehave in the ‘abnormal’ environment: Physiology has nothing to say aboutgravitational forces on a heart in free fall. In these cases, one can perhaps inferthe entity’s would-be behavior from the laws of other sciences, together withdescriptions of relevant properties of the entities. In other such cases, the specialscience might have something to say. Physiology could predict how much liquidwaste the heart could pump, given information about input and assuming thatthe heart’s anatomical condition were not otherwise altered. Psychology canpredict how someone will act on Twin Earth, given appropriate descriptionsof the stimuli. But these fanciful situations do not affect the typology of thespecial science. The typology is fitted to capture actual patterns, actual law-likeregularities, into which the relevant entities enter.
 The point that those causal powers relevant to individuating the explanatorykinds of a special science cannot be identified independently of the science’smodes of explanation is fairly obvious on reflection. I am inclined to think thatthe point applies not only to kind-relevant causal powers, but also to causation.Here, however, the issues are more complicated and less clear-cut. Many philo-sophers have thought that the best strategy for understanding causation involvingpsychological events is to assume a notion of causation that is derived from other
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 sciences, and then to shape the interpretation of psychological causation to fitthat notion.
 The most deeply imaginative execution of this strategy is Donald David-son’s.16 Davidson holds that attribution of causal relations entails commitmentto a certain sort of explanatory law, a sort of law that has properties (those ofbeing exceptionless and of forming a closed system of explanation) that onecannot reasonably expect the principles of psychology to exhibit. Mind–bodycausation is then interpreted in the light of this assumption. Such causation isheld to fall under purely physical laws. I think that there is no such entail-ment. Insofar as causal ascriptions entail commitment to any sort of law, it isan empirical question what sort. Indeed, what counts as a law is filled out partlythrough scientific practice. One cannot know apriori that every causal relation,regardless of domain, must fall under laws that have any particular form. SoDavidson’s argument that physical descriptions provide the fundamental insightinto causal relations involving psychological events seems to me unpersuasive.
 Earlier I cited a cruder version of the same strategy. The argument went:Physiological processes are where the ‘real’ causation in psychology goes on.Psychology should concern itself with ‘real’ causation. So psychology shouldadopt a taxonomy that distinguishes psychological causes or effects only if in allpossible circumstances there are associated differences in physiological causesor effects. In Sections I–IV I argued that the inference in the last step is faulty.(Davidson would agree.) But the first premise is doubtful as well. What is trueis that physiological processes are sine qua non for psychological processes. Butatomic and quantum processes are sine qua non for physiological processes. Fewwould advance the view that atomic or quantum processes are where the ‘real’causation goes on in physiology.17 Is there any strong ground for thinking thatthe ‘true nature’ of causation involving psychological events is better revealedin physiology than in psychology?
 Our knowledge of mental-physical causation derives primarily from men-talistic explanation. I think that it may be a mistake to seek to reinterpretpsychological causation in non-psychological terms. The relations between men-tal and physical descriptions are more a subject of speculation than of scientificcertainty. It is an empirical question what sorts of laws or principles are tobe associated with attributions of causal relations. Understanding psychologicalcausation is at least as dependent on what sorts of explanations we achieve inpsychology, and how they are related to explanations in the biological sciences,as it is on any antecedent conception of causation. It is therefore an open question
 16 Donald Davidson, ‘Mental Events’.17 Ned Block makes substantially the same point in ‘Can the Mind Change the World?’, in George
 Boolos (ed.), Meaning and Method: Essays in Honor of Hilary Putnam (Cambridge: CambridgeUniversity Press, 1990). John Heil and Alfred Mele also make the point in ‘Mental Causation’,unpublished. Incidentally, one should not infer that psychology cannot provide a notion of causationbecause it does not promise the bump and grind conception suggested by classical mechanics. Sucha conception is inapplicable to large reaches of physics.
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 whether it will ever be illuminating and correct to count relations between neuralevents (tokens) as revealing the nature of causal relations involving intentionalpsychological events. The anti-individualistic position does not depend on reject-ing this common view of psychological causation. But I think that the viewwarrants scepticism.
 It is usually a mistake to allow ontological preconceptions that have primarilyphilosophical underpinning to affect one’s interpretation of scientific enterprises.It is almost always a mistake, and a larger one, to allow them to dictate thesorts of explanatory kinds that are deemed admissible for explanation. I thinkthat many of the objections to anti-individualistic modes of kind individuationin psychology rest on these mistakes. Mentalistic explanations dominate largereaches of psychology. Certainly our notion of psychologically relevant causalpower, and probably even our notion of psychological causation, are best illu-minated by reflecting on these explanations. Most intentional kinds attributed inthese explanations are individuated in non-individualistic ways. These methodsof individuation are consonant with the aims of psychology and indeed those ofmany other special sciences.
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 In “A Modal Argument for Narrow Content”a Jerry Fodor tries to show that psy-chological properties typed by ordinary intentional propositional content (whichhe calls ‘broad content’) cannot be associated with distinctive causal powers forpurposes of psychological taxonomizing. Causal powers are relevantly distinct-ive insofar as they are distinguished from twin-earth psychological properties.Thus Fodor attempts to show that ordinary intentional propositional content can-not be basic for taxonomizing causal powers in psychology. I think that he doesnot succeed.
 Before discussing his argument, I want to remark on his methodology. Fodorcalls his argument “apriori”. He seems to mean by this only that it is the sortof argument that could be given from an armchair (p. 12). Certainly, most ofhis claims (for example, the claim about H- and T-particles) do not seem tobe apriori in any traditional sense. Something is a T-particle at time t if itis a physical particle and the coin in Fodor’s hand at time t is tails up. Ourknowledge that being a T-particle is not having any particular causal power isperfectly obvious apart from any particular investigation; but it clearly reliesbroadly on our empirical experience.
 Fodor takes his proposal to be justified by its sorting examples, like the T-particle example, and by its respecting Humean intuitions about causation. Itseems to me that he is simply attempting to generalize about causal explanationin the empirical sciences. This is certainly a philosophically valuable enterprise.But I think that it is treacherous when its conclusions appear to be in oppositionto actual scientific practice.
 Fodor’s conclusion does appear to be in opposition to the actual practice ofpsychological explanation. Psychologists use ordinary content in many of theircausal explanations. There is no wholesale movement in intentional psychologyto make its explanations more “general”, or more in accord with Fodor’s con-ception of causally relevant kinds, by replacing ordinary content attributionswith attributions of another sort of content (which he calls ‘narrow content’).
 I am indebted to Ned Block for several very valuable criticisms.a J. Fodor, “A Modal Argument for Narrow Content”, The Journal of Philosophy, 88 (1991),
 5–26. Subsequent page references to this article are given parenthetically in the text.
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 Narrow content seems to play no explicit role that would replace that of ordin-ary content. So I think that there is strong armchair reason to think that Fodor’sargument will not establish its conclusion. I think that it is another in a long lineof philosophical proposals to revise science. Such proposals have a poor trackrecord; they have given philosophy a bad name. Fodor is advocating a changein the formulation of scientific generalizations rather than a flat-out denial ofscientific claims. But I think that it is no more likely to be scientifically usefulthan its more notorious ancestors. Let us consider the argument itself.
 Fodor begins by assuming that differences in intentional properties are theonly relevant differences between the behavior of a person and a twin-earth twin(p. 7). I think that this is a mistake. Non-intentional descriptions of behavioralrelations between an individual and specific kinds in his or her environmentseem to be a significant part of what psychology is interested in.
 Fodor dismisses non-intentionally and relationally described behavior (forexample, getting water) by reference to his “cross-context” test. He maintains,‘you have to judge identity and difference of causal powers in a way that bearsthe counterfactuals in mind, namely, across contexts rather than within contexts’(p. 8). The idea is that a twin would get water if placed on Earth, and anearthling would get twater if placed on Twin Earth, given that they made thesame requesting sounds in their respective languages. Fodor concludes that thebehavior of the two protagonists, on Earth and Twin Earth, is the same as faras psychological taxonomy and causal power are concerned.
 Fodor is certainly right that causal power is a counterfactual notion. But histest, at least in the way he applies it, is useless for individuating causal powers.The trouble is that deciding which contexts are relevant for determining anddistinguishing causal powers is not independent of assumptions about how toindividuate explanatory kinds.1
 Imagine that a heart and an organ that pumps digestive waste (from a com-pletely different evolutionary scheme) were physically indistinguishable up totheir boundaries. Clearly they would be of two different biological kinds, withdifferent causal powers, on any conception of causal power that would be relev-ant to biological taxonomy. Judging the heart’s causal powers presupposes thatit is connected to a particular type of bodily environment, with a particular sortof function in that environment. One cannot count being connected to such abody to pump blood as just one of many contexts that the heart might be in, ifone wants to understand the range of its biologically relevant causal powers. Itwould show a serious misconception of biological kinds to argue that the causalpowers and taxonomically relevant effects of the heart and its physical twin arethe same because if one hooked up the waste pump to the heart’s body, it wouldpump blood and cause the blood vessels to dilate; and that if one hooked theheart to the waste pump’s body, it would move waste.
 1 I have made this point with essentially the example that follows in “Individuation and Causationin Psychology”, Pacific Philosophical Quarterly, 70 (1989), 303–322 (Ch. 14 above).
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 But that is how Fodor argues regarding relational behavioral effects ofpsychological states. The argument ignores the fact that specific relationsbetween an entity and its normal environment may be of interest to a specialscience, and fundamental to its causal taxonomy. Causal power is judged againstbackground assumptions about what kind of thing is being evaluated. And kindsare sometimes what they are because of their relations to, and functions within,a specific environment. Fodor’s treatment of any environment as being on a parwith other “contexts” for testing causal powers is in effect an assimilation ofthe special sciences to physics. It certainly begs the question against my view.
 The test gives no reason to think that psychology should not be, or is not,interested in explaining non-intentional behavioral relations between an indi-vidual and specific sorts of things in his or her environment. In fact, psychologyis engaged in explaining many successes and failures that relate an individual’sintentional states to kinds of things in the individual’s environment: specificsuccesses or failures in perception, in knowledge, in action. I see no good reas-on to think that psychology does or should gloss these explanations of successor adaptation in environmentally neutral ways (as Fodor attempts to do in hisAppendix).
 Fodor concentrates his discussion on intentionally described behavior. Hedoes so because he thinks that such descriptions pass his cross-context test(p. 8). He therefore devises a further condition which is supposed to show thatordinary intentional psychological states are not distinctive causal powers withrespect to intentionally described behavior.
 Fodor offers a necessary condition for when a difference between havingcausal properties CP1 and CP2 is a difference in “causal powers” in virtue of thedifference’s being responsible for a certain difference between effect propertiesEP1 and EP2. (The difference in causal properties CP1 and CP2 is said to beresponsible for the difference between the effect properties in the same sensethat if CP2 had been instantiated instead of CP1, the effect would have hadproperty EP2 instead of EP1; and if CP1 had been instantiated instead of CP2,the effect would have had EP1 instead of EP2; (p. 9).
 Fodor never formulates his condition in final form. But his core answer is:
 (C): Only when it is not a conceptual truth that causes that differ in that one hasCP1 where the other has CP2 have effects that differ in that one has EP1 where theother has EP2. (p. 19)
 The idea is that being a meteor can be a causal power in virtue of the fact thatmeteors are responsible for craters because the relation between the differencebetween meteors and rock-twins-of-meteors which are not meteors and theirrespective effects (the effects: making craters and whatever effects the rock-twinshave) is ‘non-conceptual’ (p. 20). By contrast, Fodor says, “it is conceptuallynecessary that people who have water thoughts (rather than twater thoughts)produce water behavior (rather than twater behavior)” (p. 21). So being a waterthought (a thought that involves the concept water) cannot be a distinctive causal
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 power in virtue of the fact that water thoughts are responsible for water behavior.Fodor thinks that his condition is a necessary condition on causal properties’being ‘psychological natural kinds’ (p. 14).
 Fodor stipulates that condition C is not to apply to causal properties thatare individuated as causal powers with certain specific sorts of effects. Hecites being a camshaft and being soluble in water as properties that are non-contingently causal powers of their characteristic effects. The problem Fodoranticipates is that characteristic camshaft effects (lifting valves of certain sorts)necessarily have the effect properties which the property of being a camshaft isconceptually associated with. And any such effects will be different, on concep-tual grounds, from characteristic effects of physical-camshaft-twins that havedifferent functions. Yet it would seem that being a camshaft is a distinctivecausal power in good standing. So condition C should not apply to such causalproperties, canonically described.
 By contrast, Fodor assumes that being a meteor is only contingently a causalpower with respect to such effects as making craters. And he explicitly says thatbeing a water thought is contingently a distinctive causal power with respect toits effects on behavior characterized, intentionally, in terms of the concept water.More generally, he believes that specific propositional attitudes characterized inthe usual way are only contingently causal powers with respect to intentionallydescribed behavior characterized in terms that indicate intentional elements inthe propositional attitudes (p. 19). So condition C is applicable to them.
 Since Fodor believes that propositional attitudes characterized in the usualway fail condition C, he concludes that they are not causal powers in virtue oftheir characteristic intentionally described effect properties: they do not differin their causal power from propositional attitudes of twin-earth counterparts.That is, it is a conceptual truth that ‘broad content’ propositional attitudes differin their characteristic intentionally described effect properties from those oftheir “broad content” twins. So condition C is violated. So “broad content”propositional attitudes do not differ in causal power from their twins. I findthe complexity of these formulations unappealing, and less than immediatelyintuitive. I characterize Fodor’s position to have it on the table for discussion.
 There’s more complexity than I have so far mentioned. Fodor has to do somepatching of his core answer (pp. 21–22). For by redescribing causal properties oreffect properties, one can produce a non-conceptual relation between concepts ofany given pair of properties. Fodor does not make fully clear what his patch is tobe, but as Ned Block has pointed out, it appears that the line of response that heproposes cannot solve the problem. For in all the examples he gives (pp. 21–25)the properties he cites could still be redescribed to produce statements that areabout the same properties but that are not conceptually necessary. The problemis that conceptual necessity is (if anything) a property of relations betweenconcepts of properties, not of relations between properties.
 In my view, however, this is not a fundamental problem for Fodor. I thinkthat he can and should speak of canonical descriptions (or canonical conceptions)
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 of properties—descriptions (or conceptions) that are candidates for use inexplanatory theories. ‘Being a meteor’, ‘being a water thought’, ‘being phlogis-ton’, and so on are of this sort. ‘Being Harry’s favorite property’ is not. At leastI am willing to accept this emendation, despite its vagueness. I agree also not tocavil over the notion of conceptual necessity. Given that we assume that we aretesting canonical descriptions (or conceptions) of the property of being a waterthought, I think Fodor need not do any patching on his original proposal at all.
 I want now to return to Fodor’s assumption that having thoughts involvingthe concept water are not themselves necessarily distinctive causal powers withrespect to behavioral effects intentionally described in terms of the conceptwater. To put it another way, Fodor assumes that it is contingent that ‘havingmental states that differ in their broad content is having mental states that differin their causal powers’ (pp. 16, 24–25).
 As noted, he contrasts the property of having thoughts whose intentionalcontent involves the concept of water with the property of being water-soluble.He observes that it is not contingent that having this latter property is having adistinctive causal power (pp. 17–18). And he thinks that it is ‘reasonably untend-entious’ to assume that having intentional thoughts are different in this regard:
 friends of broad content argue that it perfectly well could turn out —that there is nometaphysical reason why it should not turn out—that having mental states that differin their broad content is having mental states that differ in their causal powers. (Forexample, it could turn out that there are causal laws that distinguish between twins.)But I do not remember hearing anyone argue that having mental states that differin the way that the mental states of twins do just is having mental states that differin their causal powers. On the contrary, according to the usual understanding, it istheir causal histories that distinguish the mental states of twins. And the intuitionabout features of causal history is that some of them are causal powers (e.g. havingbeen dropped in transit…) and some of them are not (e.g. … having been born on aTuesday) and it is contingent which are which. (p. 18)
 I cannot speak for others. But this articulation of Fodor’s assumption containsseveral misunderstandings of the point of view that has motivated my anti-individualism. I will discuss some of them as a preliminary to discussing theassumption.
 What distinguishes the twins is not confined to their causal histories. Theirpropositional attitudes themselves differ. Their intentionally described behaviordiffers. Their interactions with their environments, including their effects ontheir environments, differ. I believe that intentional ascriptions of psychologicalstates and specific relational behavioral descriptions are taxonomically primitive:they characterize psychological kinds. Some of the other properties of a personnot shared with the person’s twin are not psychological kinds. In particular, Ithink it highly unlikely that the historical individuating conditions of specificpsychological states will be psychological kinds.
 It is for psychology and other scientific enterprises an empirical questionwhether and to what extent they will make use of ordinary propositional attitude
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 ascriptions in their explanations. I believe that the question whether they willuse ordinary propositional attitude ascriptions is already settled for psychologyand a wide range of other explanatory endeavors. But perhaps in some cases itcould, in principle, ‘turn out’ otherwise.
 An analogous epistemological point applies to the property of being water-soluble. Water solubility is in itself a causal notion. Let us suppose that it servessome explanatory enterprises (though it may in fact be explicable in more generalterms). It could have ‘turned out’ that there was no such property or that it hadno distinctive explanatory role.
 We can also say about water solubility that it is necessarily a causal notion,and that it is individuated partly in terms of its effects. So its canonical descrip-tion implies necessary or conceptual relations between the causal property andappropriately described effects. On the supposition that it is an explanatorilyuseful property, anything that has it is taxonomically or explanatorily distinctfrom anything that lacks it.
 I think that in these respects intentional psychological properties are simil-ar. They necessarily have causal implications as such. They are scientificallyand causally relevant kinds.2 And many of them bear a conceptual relation tostandard conceptions of the properties that are causally effected by them. (Ishall return to the sense in which this is so.) Given, as I think, that ordinaryintentional properties are causally relevant kinds, they are necessarily distinctfrom other causally relevant properties, including twin-earth analogs.
 Fodor is right that much of the focus of the discussion of anti-individualismhas been on the role of causal-historical antecedents in concept individuation.One reason for this focus is that the arguments for anti-individualism grewout of previous work on reference in the philosophy of language.3 Anotherreason, at least for me, is that in view of the failure of behaviorism and theprogrammatic, almost empty, character of all the sorts of functionalist reduc-tionism that I know of, it is difficult to state in an illuminating, even sketchy,way what causal relations most psychological states bear to behavior (inten-tionally characterized or otherwise). It is approximately as difficult as psych-ology is.
 Nevertheless, I think that it is probably a fault of some expositions withinthis tradition (a fault I myself am guilty of) that there has been so much moreemphasis, in the account of attitude individuation, on historical chains leadingup to employment of a concept, than on the individual’s activity in interactingwith an environment. Still, even causal-historical antecedents have consistentlybeen said to involve interaction between individuals and their environments.Interaction is not passive reception of input.
 2 Cf. my “Mind–Body Causation and Explanatory Practice”, in J. Heil and A. Mele (eds.), MentalCausation (Oxford: Oxford University Press 1993) (Ch. 16 below).
 3 Cf. my “Philosophy of Language and Mind, 1950–1990”, The Philosophical Review, 100(1992), esp. pp. 45 ff. (Ch. 20 below).
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 In any case, it seems to me clearly true that specific actions by individuals ontheir environment are part of what is involved in individuating ordinary inten-tional contents. This is what underlies the conceptual relation between certainsorts of behavior and intentional psychological states. For example, what anindividual perceives is not independent of what the individual or conspecificscan discriminate.4
 The theory of perception takes for granted that among the things that ina patterned way cause perceptual representations, the kinds of things that arerepresented can, in most cases, only be those that the creature’s perceptualapparatus can function, under appropriate conditions, to discriminate. Discrim-ination here is a behavioral as well as teleological notion. But it is a notionwhose application is circumscribed by the possibilities for discrimination in theindividual’s normal environment. Necessarily, things perceived, in optimum ornormal conditions, function in some way not only in a species’ or individual’scausal history but in the species’ members’ actions on the world. The individu-ation of various beliefs about macro-objects and properties also depend on looserbut still significant relations to the individual’s acting on the relevant objects orproperties.
 Despite the relative concentration on historical antecedents in parts of theanti-individualist tradition, it is strange that Fodor regards his assumption asuntendentious. Fodor would be begging the question to assume that ordinaryintentional psychological properties, standardly conceived, are not distinctivecausal and explanatory kinds. But it is obvious that if they have causal implic-ations, some ordinary intentional properties, under their standard conceptions,bear conceptual relations to some of the properties that are causally effected bythem, standardly conceived. These effect properties include both intentionallydescribed behavior and behavior described in terms of relations to specific kindsof things in the environment. That ordinary intentional properties are necessar-ily distinct from twin analogs in their causal implications follows from theanti-individualist view that they are taxonomically relevant kinds. It is not anindependent question.
 Fodor’s attribution of the view that it could ‘turn out’ that there are ordinaryintentional causal laws (or causal law-like generalizations) is at best misleading.He purports to be talking about necessity. But ‘could turn out’ talk is epistemic,not modal in the ordinary senses. Epistemic contingency is irrelevant to theapplication of condition C. It may well be that Fodor has confused an epistemicview with a metaphysical or causal-taxonomical view.
 4 B. O’Shaughnessy, The Will (Cambridge: Cambridge University Press, 1980), ii. ch. 8; M.Davies, “Individualism and Perceptual Content”, Mind, 100 (1991), 461–484; idem, “PerceptualContent and Local Supervenience”, Proceedings of the Aristotelian Society, 92 (1992), 21–45. Ithink that by concentrating on the role of behavior in perceptual-state individuation, one can producea simpler, stronger argument for anti-individualism than the general philosophical one I give in‘Individualism and Psychology’ (Ch. 9 above).
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 Fodor’s main argument rests on the assumption that ordinary intentionalpsychological states are unlike being a camshaft and water solubility in thatthey are not necessarily causal powers and are not necessarily distinct in theircausal implications from twin-earth analogs. Since this assumption is mistaken,the argument is inapplicable.
 In a brief note, Fodor anticipates this response late in his paper (n. 22). Heclaims that if ordinary intentional states are like water solubility in being bothconceptually and causally connected to their behavioral effects—and in a waythat distinguishes them from their twin analogs—then there is even less reasonto think them causally and taxonomically significant:
 the broad content psychological generalizations that distinguish twins (like, ‘if youhave water wants [rather than twater wants] then you drill for water [rather thantwater]’) themselves all come out conceptually necessary … The moral would thenbe: no causal laws about broad intentional states as such … It is true that beingsoluble is a causal power even though it is conceptually connected to dissolving.But the price for thus evading condition C is the ‘quasi-logical’ status of ‘if solublethen dissolves’. (n. 22)5
 But this point contains a simple fallacy. The fact that there is some conceptualconnection between explanans and explanandum (or antecedent and consequent)does not mean that the psychological generalizations come out to be concep-tually necessary. It does not preclude their being interesting causal law-likestatements. The conceptual link between antecedent and consequent may bemerely that ‘water’ occurs in both (intensionally in the former, either intension-ally or extensionally in the latter), and that being a thought about water hassome causal implications or other, with respect to water.6 It does not followthat the consequent follows conceptually from the antecedent.
 5 I am sure that Fodor knows that nothing about twater would occur in a psychological general-ization about water. His point must be that ‘water’ really occurs primitively in the generalization. Imust also point out that Fodor’s idea that ‘wants water’ means something like ‘thirsty and born here’(p. 17) is wildly inaccurate. As I have shown, ‘water’ contains no indexical element. Cf. my “OtherBodies”, in A. Woodfield (ed.), Thought and Object (Oxford: Oxford University Press, 1982) (Ch.4 above). At best he is proposing some replacement for the ordinary use of ‘water’ in psychologicaldiscourse.
 6 It is important not to oversimplify here. Having water thoughts does not necessitate the existenceof water. One can imagine a chemist who has theorized about the existence of H2O and has imaginedand visualized the macro-properties of H2O. Such a being could have water thoughts but lackany causal relations to water. So having water thoughts cannot necessitate having causal relationsto water, except relative to fairly strong parameters stating optimal conditions. In cases where athinker has water thoughts but there is no water, the water thoughts will necessitate causal relationsto instances of other physical kinds in the thinker’s environment. And there will be necessarycausal relations to acts or actions intentionally characterized in terms of the concept water. But thecausal relations to actual entities in the thinker’s environment that are necessitated by having theconcept water are quite complicated and merely bring in relations to and concepts of some kindsin the thinker’s actual environment. (I made this point years ago in “Other Bodies”.) None of thisconstitutes the slightest concession to the idea that beings on Twin Earth, in the relevant thoughtexperiments, have the concept water.
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 In fact, psychological law-like generalizations do sometimes have suchconceptual links between statements about psychological antecedents and state-ments about behavior. And if they amounted to no more than ‘if something is awater-type thought, it tends under optimal circumstances to cause water-relatedor water-conceived behavior’, they would yield no real insight into causal rela-tions.7 But such generalizations in intentional psychology presuppose or containexistence assumptions that are contingent. For example, some generalizationspresuppose or entail that water thoughts exist. They also contain detailed spe-cifications of conditions in their antecedents and consequents. The detail makesthe generalizations scientifically interesting, as well as contingent.8
 One can see this by thinking about the heart case again. One could plausiblyclaim that it is a conceptual truth that hearts differ from twin waste-pumps in thatthey pump blood. One could plausibly claim that it is conceptually necessarythat if something is a heart, then when functioning normally, it pumps blood.Although these are true statements, they do not provide deep insight into causalrelations. If physiology contented itself with such statements, it would certainlybe remiss. But these points do nothing to show that hearts are not taxonomicallysignificant kinds.
 The interest for physiology lies first in the existence of hearts and blood.This is both contingent and empirically known. Interest lies second and morerichly in the account of how much blood a given type of heart pumps, in whatparticular ways it pumps it, in what ways pumping action causes blood vesselsto dilate, and so on. Answers to these questions are non-trivial, contingent causaltruths, even though ‘heart’ and ‘blood’ are conceptually connected.
 Psychology is broadly like that. Many of its intentional notions are indi-viduated partly in terms of very broadly described cause–effect relations. Thisform of individuation insures some conceptual relations between taxonomic-ally relevant descriptions of causes and taxonomically relevant descriptions ofeffects. This is one of the grains of truth in functionalism. But these conceptual
 7 Fodor describes the relevant necessary statements in rather puzzling ways. ‘If soluble thendissolves’ and ‘Having water thoughts is identical to having (inter alia) the power to drill for water’and ‘if you have water wants … then you drill for water’ are obviously not necessary. I have donethe best I can on Fodor’s behalf in formulating rough necessities of the sort he seems to be gesturingtoward. I think that when one fills out what the necessities really are—involving as they do termslike ‘normally’, ‘in appropriate circumstances’—they come to seem familiar and harmless. Fillingthem out by determining relevant circumstances both produces contingent statements and illustrateshow hard and complex causal generalizations in intentional psychology are.
 8 Fodor’s mistake here seems to me to infect his main condition on being a causal power, even ifone waives the point that Fodor’s mistaken presupposition about intentional psychological propertiesmakes the condition irrelevant. The idea of the condition (pp. 19–20) seems to be that if a conceptualconnection between properties of a cause and properties of its effect is not based on individuatingthe cause as a causal power, then the conceptual connection prevents a causal relation between thoseproperties from being of any taxonomical interest. But this seems to me to be a more subtle formof the same fallacy I have just criticized. The conceptual connection between the properties neednot be so full that it allows no room for a taxonomically interesting connection.
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 relations provide only a broad frame for psychological theorizing. They do notmake intentional psychology anything like trivial.
 Fodor’s main argument does not succeed because it fails to apply to the casesat issue. His subsidiary argument that typical statements about causal propertiesthat are individuated partly in terms of effect properties are “quasi-logical” anduseless for science is based on a fallacy.
 The difficulty with Fodor’s attempt to apply Humean and Rylean intuitionsabout causation is that the conceptual relations between descriptions of causesand effects occur at a very high level of abstraction. The relevant propositionalattitude concepts have causal implications. But the implications are very gen-eral. They are at the level: something is not a perception unless it functions ina system for causing discriminative behavior; one cannot attribute perceptionof rough texturedness to an organism unless its perceptual system functions tocause it to respond to or otherwise discriminate rough texturedness under envir-onmentally normal circumstances; water thoughts enter in some way, undersome appropriate conditions, into causing behavior having to do with water, orat least behavior whose intentional description involves the concept of water.Some intentional psychological properties have even looser causal implicationsthan these. Psychological law-like generalizations, by contrast, are much morespecific. They involve statements of specific, contingent conditions that must besatisfied for the causal relations to occur.
 Arguments against the scientific relevance of intentional notions that invokeHumean principles or Rylean intuitions are likely to gloss over (as Fodor’sdoes) the enormous difficulty and complexity of stating a true, interesting law-like generalization in psychology. In my view, such arguments tend to carry onbad habits of behaviorism and physics-worship. The habits can remain even inthose who are to be admired for what they have done to undermine behaviorismand over-simple pictures of the special sciences.

Page 359
                        

16 Mind–Body Causationand Explanatory Practice
 In recent years a number of philosophers have worried about whether we canreasonably believe that mental properties are causally efficacious. They are con-cerned whether the intentional ‘aspects’ or qualitative ‘aspects’ of mental eventsare epiphenomenal—that is, lacking in causal power and irrelevant to causaltransactions. They typically assume that mental events themselves are causes.But this is supposed to be ensured by the prior assumption that mental eventsare physical events. Individual mental events are assumed to be instantiationsor tokens of physical event-kinds. The doubt is whether the mental ‘aspects’ ofthese states and events play any significant role in causal processes.
 I think that these worries can be met within the materialist metaphysicalframework in which they arise. I will say a little about what I think is wrongwith some of the more prominent sorts of argument that lead to epiphenomen-alism. But what interests me more is the very existence of the worries. I thinkthat they are symptomatic of a mistaken set of philosophical priorities. Mater-ialist metaphysics has been given more weight than it deserves. Reflection onexplanatory practice has been given too little. The metaphysical grounds thatsupport the worries are vastly less strong than the more ordinary grounds wealready have for rejecting them.
 I shall first outline the worries about epiphenomenalism, and identify some ofthe weak spots in the arguments for them. Then I shall explain why I think thatthe starting point for the worries is itself dubious. Finally I shall generalize alittle about the misguided priorities (as I see them) that engender these worries.
 1
 The picture that leads to the worries about epiphenomenalism begins with aplausible idea. It is that certain non-intentionally described states or eventsthat ‘underlie’ mental states and events participate in causal processes that areinstances of physical laws that do not mention mentality. I want to leave open
 I am grateful to Ned Block for several suggestions.
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 what ‘underlie’ is to mean here. I will assume, however, at least that mentalstates and events would not occur if some ‘underlying’ physical states andevents did not occur. There are no gaps in these physical chains of events. So,for example, there are underlying, gapless neural processes that are instances oflaws of neurophysiology; and the mental events would not occur if some suchprocesses did not occur. I have no serious doubts about this view.
 These physical states and events are usually thought to ‘underlie’ the mentalstates and events in a more specific sense. They are held to be token-identicalwith them. I do not accept this materialist claim. But it is widely accepted,largely because of its supposed virtues in clarifying mental causation. From thetime of Descartes it has often been thought that there is some mystery in howmental and physical events can interact. This and other materialist views purportto dispel the mystery by holding that there is only one sort of causation—arelation between physical events. In this section, I will accept this ontology,though only for the sake of argument.
 The worry about epiphenomenalism arises by considering that some proper-ties of events (or states) are relevant to their causal relations, while others are not.The property of being the third large explosion in a given country during the lastten years may be irrelevant to that explosion’s causing certain damage, whereasthe heat of the explosion would be relevant. The question is whether mentalisticproperties are causally efficacious, or whether mentalistic descriptions of proper-ties are relevant to understanding causation. Many philosophers have developedmore confidence in the causal efficacy of the underlying neural properties thanin that of the ‘intentional aspects’ of mental events. If those neural processesare going on, the body’s movements, and hence what we count as behavior,will depend on the properties of those processes. The intentional or phenomenal‘aspects’ of the mental events might, they think, be irrelevant or at best quitederivative and indirect—epiphenomenal on the real underlying causal processes.
 A comparison of mental properties to properties like phenotypes in biologyis typical. There are regular, even—assuming richly filled-in background con-ditions—loosely nomological, relations between the phenotypes of parents andphenotypes of their immediate offspring. But the phenotypes of the parentsare causally inefficacious in producing those of their offspring. The real causalefficacy derives from the parental genotypes. Some philosophers appear to beseriously concerned that intentional kinds are, like phenotypes, part of a nomo-logically describable system, but not causally efficacious in their own right.
 What motivates these worries? Broadly and crudely speaking, it is the picturethat the underlying processes are occurring anyway and that the mental eventsreally derive their causal efficacy from the physical properties which are the realagents of causation. This picture leads to the idea that the mental properties aresuperfluous. Even if the mental properties were not separable from the physicalproperties (because they necessarily supervened on them), they would be in asense along for the ride, since the primary mechanisms of causation are locatedin the underlying physical properties.
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 Let us cast this sort of motivation into an argument. One could assume: (A)that mental event-tokens are identical with physical event-tokens; (B) that thecausal powers of a physical event are determined only by its physical properties;and (C ) that mental properties are not reducible to physical properties. Fromthese assumptions, it may seem to follow that a mental event’s mental propertiesplay no role in determining its causal powers.
 Here is another argument for the picture: Assume (a) that the world of phys-ical events and properties is a complete and closed system, in the sense thatphysical events can be caused only by virtue of physical properties of otherphysical events; (b) that mental properties are not reducible to physical proper-ties. It may again seem to follow that no physical events can be caused by virtueof mental properties, even if these mental properties are properties of physicalevents. The argument does leave open the possibility that mental properties ofmental events are causally efficacious with respect to other mental properties ofmental events. But if mental causation has no outlet among physical events, itis surely a peculiarly limited sorted of causation.1
 Let us begin with the first argument. As is common in arguments for epi-phenomenalism, the key phrases leave much clarity to be desired. ‘Is determinedby’ is a case in point. It could mean ‘supervenes on’, ‘is explained by’, or ‘isindividuated by’. For reasons that will emerge, I need not choose among thesereadings. (B) is problematic on all of them.
 It is also not clear what is to be included in the notion of a physical prop-erty. In particular, it is unclear whether various relations to the environmentcount among the physical ‘properties’. If they do not, the premiss is difficultto defend. I will assume that a very broad notion of physical property is inten-ded—one that encompasses relations to the environment which are describedin non-mentalistic, non-intentional terms.
 The fundamental unclarity lies in the notion of causal power.2 The causalpowers of a kind of event are to be understood in terms of the patterns of causa-tion that events of that kind enter into. Such patterns are identified as explanatoryin causal explanations. And the properties that ‘determine’ the causal powersof an event are those that enter into causal explanations. The second premise isplausible only insofar as one considers the causal powers of a physical event tobe got only through patterns of properties described in the physical sciences, orin other commonsense explanations in physical terms. The sense in which onlyphysical properties determine the causal powers of a physical event is just thatwithin the patterns of causation described in the physical sciences and common-sense physicalistic discourse, physical properties suffice to provide a basis for the
 1 For a discussion of such arguments with which I have some sympathy, see Robert Van Gulick,“Who’s in Charge Here? And Who’s Doing All the Work?”, in J. Heil and A. Mele (eds.), MentalCausation (Oxford: Oxford University Press, 1993), ch. 13. My criticisms of these arguments differfrom his, but are for the most part compatible.
 2 Cf. my “Individualism and Causation in Psychology”, Pacific Philosophical Quarterly, 70(1989), 303–322, (Ch. 14 above) for a detailed account of my understanding of causal power.
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 existence and understanding of the causal powers of physical events; and no oth-er properties enter in. Both the chains of causation and the patterns of explanationare in no need of supplementation from outside the realm of physical propertiesor physicalistic discourse. This is a tempting and plausible interpretation of thesecond premise. But on this interpretation the conclusion will not follow.
 If physical events have mental properties, one is not entitled to the viewthat only physical properties (properties specified in the physical sciences or inordinary physicalistic discourse) determine all the causal powers of a physicalevent (as opposed to merely all the causal powers associated with physical-istic explanations of the physical event), unless one can show that mentalisticexplanation is either non-causal or fails to describe patterns of causal properties.For the causal powers of a physical event that is mental might include possibleeffects that are specified in mentalistic explanation. No one has shown that men-talistic explanation is either non-causal or non-descriptive. Nor is either viewplausible.
 Normally we consider an entity’s causal powers relative to the kind in termsof which the entity is specified. For example, in asking for the causal powersof the heart, we implicitly expect physiological patterns of properties to becited. We do not expect citation of powers that would be studied by physics.Pumping blood is usually considered relevant; squashing a bug if dropped froma ladder is not. If we were to specify the heart as a physical object of suchand such physical dimensions, the latter property would seem relevant. Thesecond premise (B) of the argument attracts an interpretation that is plausiblebut insufficient for the argument because the mental events are specified asphysical. Then mental properties seem irrelevant to its causal powers. But ifit is specified as mental (‘What are the causal powers of a thought that it israining?’), the idea that only properties specified in the physical sciences arerelevant to determining the causal powers seems outlandish. Thus one cannotjust take the second assumption of the argument as a generalized self-evidentmetaphysical principle.3 Interpreted in a way that leaves the argument valid, thepremise is either false or question-begging.
 3 Sometimes the second premise is stated, ‘The causal powers of a physical event are completelydetermined by its physical properties.’ This premise has substantially the same difficulties as theone I discuss. This premise is, however, weaker in that it allows the possibility that although thephysical properties completely determine the causal powers of a physical event, mental propertiesmay also play a role in determining those powers. To complete the argument, one needs a premiseexcluding ‘overdetermination’. Issues about ‘overdetermination’ are fairly similar to those that Iam discussing. I might say, however, that I find the term extremely misleading inasmuch as itassimilates different levels or ranges of causal interaction to ordinary cases in which (say) physicalcauses occur simultaneously and each is sufficient unto itself for their common effect. There aredeep differences in the two cases.
 I might add here that in all these arguments, a materialist must have some explanation for regardingmental properties as material in character. Their existence must not be seen as incompatible withthe materialism. I think that this is not an easy problem, but there are various solutions that seemto satisfy many materialists. And since I am accepting materialism in this section for the sake ofargument, I shall not pursue the matter.
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 Let us turn to the second argument. Problems with the second argument liein the first premise, (a). The claim that physical events can be caused onlyby virtue of physical properties of other physical events has problems entirelyanalogous to those that beset the first argument. The existence of a closed systemreflects a pattern of causal relations and of causal explanation that needs nosupplementation from the outside. There are no gaps. It does not follow from thisthat such a system excludes or overrides causal relations or causal explanationin terms of properties from outside the system. Indeed, if it did follow, as hasoften been pointed out, there would be no room for causal efficacy in the specialsciences, even in natural sciences like chemistry and physiology. For there isno gap (other than perhaps quantum gaps) in the causal relations explained interms of the properties of physics. But few are tempted by the idea that physicalevents cannot be caused in virtue of physiological properties of physical events.
 Is the causal efficacy of properties cited in chemistry and physiology depend-ent on the reducibility of the properties cited in these fields to those cited inphysics? That seems almost equally outlandish. It is a wide-open empirical ques-tion whether properties of these special sciences are reducible to those cited inphysics. In fact, it seems very unlikely that general reduction is possible. Thecausal relevance of the properties of these special sciences seems independentof questions of reducibility.
 Weaknesses in the foregoing arguments are widely known. But there remainsa sense of unease. Many seem disturbed by the picture of mental propertiessupervening on physical properties and just going along for the ride. Thus therehave been various attempts to state what kind of supervenience relations would‘allow’ mental properties to be causally efficacious even though they superveneon physical properties.a
 These projects can be interesting. But in my view, the worries about epiphen-omenalism have an air of make-believe. It is much surer that epiphenomenalismis false than that the various assumptions (even including the materialist assump-tions) that have been thought to lead to it are true. It is also much surer thatepiphenomenalism is false than that the various attempts to show it false oravoidable by appeal to counterfactuals, accounts of laws, or supervenience, aretrue. Epiphenomenalism is often taken as a serious metaphysical option. But itis better seen as at best a source of pressure for clarifying our common concep-tions. It is rather like one of the less plausible scepticisms, which can be used asan instrument for philosophical clarification, but which has little real persuasiveforce. I think that a different, less metaphysical attitude in thinking about theproblem would be more realistic and fruitful.
 The irony is that by trying to clarify mentalistic causation, many material-ists have come to believe that there is a serious metaphysical issue whether
 a Jaegwon Kim, “Epiphenomenal and Supervenient Causation”, Midwest Studies in Philosophy,9 (1984), 257–270; Ernest Sosa, “Mind–Body Interaction and Supervenient Causation”, MidwestStudies in Philosophy, 9 (1984), 271–281.
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 mentalistic characterizations have any causal relevance at all. I think that this istantamount to admitting that materialism has failed to illumine mental causation.But such illumination has been advertised as materialism’s chief selling-point.Although materialism is not forced to accept epiphenomenalism, the very factthat the view is taken so seriously as a metaphysical option suggests that some-thing has gone wrong in the search for clarification.
 One cannot understand mentalistic causation (causation involving mental-istic or intentional properties) and mental causal powers by concentrating onproperties characterized in the physical sciences. Our understanding of mentalcausation derives primarily from our understanding of mentalistic explanation,independently of our knowledge—or better, despite our ignorance—of theunderlying processes. Materialist accounts have allowed too wide a gap betweentheir metaphysics of mental causation and what we actually know about thenature and existence of mentalistic causation, which derives almost entirelyfrom mentalistic explanations and observations.
 2
 So far I have not questioned the materialist metaphysics that helps ground theworries about epiphenomenalism. In this section I want to advance reasons fordoubting the most common form of materialism and its centrality in understand-ing mental causation.
 There is certainly reason to believe that underlying our mental states andprocesses are physical, chemical, biological, and neural processes that proceedaccording to their own laws. Some such physical processes are probably neces-sary if intentional (or phenomenal) mental events are to be causes of behavior.They seem necessary even for the mental events to exist. But, in my view,the nature of the relation between mental events and these physical processesis thoroughly unclear. The most widely accepted account of the relation is thematerialist token-identity theory.
 Some years ago I gave an argument against a significant version of thematerialist token-identity theory.b The version I had in mind holds that eachmental-state instance and event-token is identical with a physical-state instanceor event-token that instantiates a physical natural kind specified in some actualnatural science, or specifiable in some reasonable extension of the natural sci-ences as we now know them. Different mental event-tokens of the same mentalevent type may be tokens of different physical natural kinds.
 The requirement that the physical event-token instantiate a physical kindspecifiable in a natural science (physics, chemistry, biology, neurophysiology,and so on) is meant to ensure that the materialist utilize a non-question-begging
 b Burge, “Individualism and the Mental” Midwest Studies in Philosophy, 4 (1979), 73–121 (Ch. 5above).
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 identification that is not only uncontroversially physical, but plays some role inexplanation of physical causation. I think that there are materialist views thatare less committal than this one. My argument does not defeat these views. Ishall remark on some of them later.
 The argument against this sort of token-identity theory is partly based ontwin earth thought experiments that I shall presume are familiar.4 Accordingto these thought experiments, it is possible for a person’s body, consideredin isolation from its relations to the environment, to be physiologically andmolecularly the same even if the person were to think thoughts that have differentintentional content. The difference in content depends on differences in theindividual’s historical relations to his or her environment. For example, it ispossible for a person who has borne some historical relation (perhaps throughvision or interlocution) to aluminum or arthritis to think that aluminum is alight metal or that arthritis is a painful disease, even though the person hasno dispositions that would enable him to discriminate aluminum or arthritisfrom all other actual or possible metals or diseases—except by thinking of it asaluminum or arthritis. Counterfactual environments are possible in which one ofthese other ‘look-alike’ metals or diseases plays the same role in the acquisitionand production of thoughts that aluminum and arthritis actually do. In suchcounterfactual environments the person might, for all intents and purposes, havea body that is a chemical and physiological duplicate of the actual person’sbody. Yet the person would be thinking thoughts with different content. Theperson would not be thinking that aluminum is a light metal or that arthritis isa painful disease.
 I shall take it for granted that these thought experiments are sound, as so fardescribed. The first premise of the argument against the token-identity theory isstrongly suggested (though not entailed) by the thought experiments:
 (1) It is possible for a person to think thoughts with different contents eventhough all event-tokens that occur in the individual’s body, that are plausiblecandidates for identification with mental events, and that are specifiableby physical sciences such as physics, chemistry, and neurophysiology, arethe same.
 The second premise is less specifically related to the thought experiments:
 (2) No occurrence of a thought could have a different intentional content andbe the very same token-event or event-particular.
 4 Ibid.; Burge, “Other Bodies”, in A. Woodfield (ed.), Thought and Object: Essays on Inten-tionality (Oxford: Clarendon Press, 1982), 97–120; idem, “Cartesian Error and the Objectivity ofPerception”, in P. Pettit and J. McDavell (eds.), Subject, Thought, and Context (Oxford: ClarendonPress, 1986), 117–136; idem, “Intellectual Norms and the Foundations of Mind”, The Journal ofPhilosophy, 83 (1986), 697–720; idem, “Wherein is Language Social?”, in A. George (ed.), Reflec-tions on Chomsky (Oxford: Blackwell, 1989), 175–191 (Chs. 4, 7, 10, 11 above). The thoughtexperiments use the methodology set out in Hilary Putnam, “The Meaning of ‘Meaning’ ”, in Philo-sophical Papers, ii (Cambridge: Cambridge University Press, 1975), 215–271.
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 Now take any physical event-token b in the individual’s body that is a plaus-ible candidate for being identical with the individual’s occurrent thought (mentalevent-token) a that aluminum is a light metal (or that arthritis is a painful dis-ease). By (1), there are possible situations in which the same token b occurs, butin which there occur only thoughts (mental event-tokens) with different inten-tional content. By (2), none of these thought occurrences is the very same tokenevent as a . So since b could occur without a’s occurring, b cannot be identicalwith a .
 This argument has been criticized by Donald Davidson. Davidson acceptsthe second premise, calling its denial ‘not merely implausible but absurd. If twomental events have different contents, they are surely different events.’ He doesnot squarely confront the first premise. But he appears to reject it. He thinksthat the relevant thought experiments show that ‘people who are in all relevantrespects similar … can differ in what they mean or think. … But of course there issomething different about them, even in the physical world; their causal historiesare different.’5
 I find this response unconvincing. There certainly are physical differencesbetween actual and counterfactual situations in the relevant thought experi-ments. The question is whether there are always physically different entitiesthat are plausible candidates for being identical with the different mental eventsor state-instances. The different physical causal histories are not plausible can-didates. These histories do not have the same causes or effects that the relevantmental events (states) do. Moreover, it is doubtful that relevantly describedcausal histories instantiate explanatory natural kinds in any of the physicalsciences.
 One might think that since, in the counterfactual situation, there are differ-ences at least in the remote causal ancestry of every relevant physical event inthe individual’s body, every such event would be a different event-token fromany event-token in the actual situation. Events are, on this view, different justby virtue of having some difference in their causal histories.6 But this seems anextremely implausible view of event identity. It seems to me clearly possibleto consider the same event-token in an individual’s body in a counterfactualsituation, without being committed to the view that every event in the caus-al ancestry of that event, however remote, remains token- (or type-) identical.Much counterfactual reasoning about events depends on not being so inflexible.We frequently talk about a particular event under counterfactual suppositions in
 5 The quotations are from D. Davidson, “Knowing one’s own Mind”, Proceedings of the AmericanPhilosophical Association, 60 (1987), 452. Davidson has helpfully confirmed his rejection of premise(1) in private communication.
 6 This may be a consequence of Davidson’s criterion for individuating events; cf. D. Davidson,“The Individuation of Events”, in N. Rescher (ed.), Essays in Honor of Carl G. Hempel (Dordrecht:Reidel, 1969), 216–234. But since the criterion is not formulated modally, it is not clear thatDavidson intends to apply the criterion in all counterfactual situations. He does, however, considerat least one counterfactual situation in discussing it.
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 which it is not assumed that every prior event in the history of the world thatis causally linked with it is the same.7
 Suppose I get my thoughts about aluminum from reading books. In the coun-terfactual situation I see identical-looking print. The salient difference lies at theend of a long causal chain: the counterfactual chain goes back to some othermetal; the actual one goes back to aluminum. On the view we are considering,every event in the two chains must be different, a different particular. So thephysiologically characterized events in my brain caused by reading the print can-not be token-identical in the two cases. What is objectionable about this viewis that it makes the individuation of brain events depend on matters that areirrelevant to the physiology of the brain. I know of nothing in our explanatorypractices that would support such a metaphysical view.
 As far as I can see, in numerous cases it is possible for all physical (token-)events that are candidates for identification with intentional mental events toremain the same in counterfactual situations while the relevant mental events,the thoughts, differ. I do not see the slightest plausibility in the idea that thereare always physical events—identifiable with the mental events and specifiablein the natural sciences—whose identity will, under all possible counterfactualcircumstances, vary exactly when the mental events vary. At any rate, objectionsof the sort Davidson raises need to show, in the light of the thought experiments,what differences in physical events might plausibly be token-identical with thedifferent mental events.
 There is another element in Davidson’s resistance to my argument. He holdsthat an appreciation of the external factors that enter into our common ways ofidentifying mental states does not discredit a token-identity theory. He cites sun-burn as an example of a state whose identification is environmentally dependent.Davidson thinks, plausibly, that a particular sunburn is token-identical with a
 7 Davidson, (‘Knowing one’s own Mind’, 451–453) concedes that events in the individual’s bodycan be type-identical in the relevant actual and counterfactual situations. But he gives no reasonfor thinking that events in the individual’s body cannot be token-identical—the same individualevents—between actual and counterfactual situations.
 There is an unexplained suggestion, p. 453, that he thinks that ‘essentialist’ assumptions might beplaying a role in my argument. I do not mind being committed to some types of essentialism. Butmy argument does not depend on essentialism. All modal claims (including the one in the secondpremise) can be interpreted as supported by the best available methods of individuation. In thefirst premise I have not made a claim about essence or necessity at all, only one about possibility.To counter this claim, Davidson would have to appeal to a certain impossibility. He would haveto deny that it is possible that an event could be the same token event if, counterfactually, itscausal ancestry differs in any of the ways needed to yield different thoughts. This denial woulditself seem to me to suggest an extreme form of essentialism about individual events. It suggeststhat the entire causal ancestry of an event is always part of the essence of that event. The denialcould be reparsed in terms of methods of individuation (cf. above), but it seems to me to haveno support in our actual explanatory practices. Davidson does think that events are the same ifand only if they have the same causes and effects (cf. note 8). But for the present purposes, heneeds to hold that it is impossible for an event to have been the same if it had had any differencesin causal history. As far as I know, he has not defended this modal thesis. I suspect that it isindefensible.

Page 368
                        

Mind–Body Causation 353
 particular state of the skin. And he thinks that mental states and events arebroadly analogous to sunburn.
 I think the sunburn example irrelevant to my argument. My argument doesnot claim that no non-individualistically characterized states or events can beidentified with states or events in the individual’s body. It claims only thatsome mental states and events cannot be.8 The state of being sunburned is, Iagree, token-identical with a physiologically specifiable state (instance) of theskin. But the state of being sunburned is relevantly unlike a state of belief, ora thought-event. In the first place, we know how to identify sunburned statesof the skin in systematic and explanatory ways that are completely independentof the fact that they are sunburns. That is part of what makes plausible theidentification of a sunburn with a physiological state of the skin. We can see theeffect of the sun on the skin, and give a chemical or physiological account of thateffect. Significantly, this account need not make any assumptions about whethera celestial body caused that effect. We have no such ways of identifying statesof the body that (putatively) are beliefs, independently of assumptions about thebeliefs. I think that this difference reflects our ignorance of the relation betweenbeliefs and states of the body. It is not incompatible with an identity theory, butit renders questionable the easy analogy to cases where identities are obvious.
 In the second place, the analog of my argument would not work for sun-burns in the way the argument works for thoughts. The analogue of the firstpremise seems true for sunburn. That is, the very same (instance-identical) stateof the same skin, specifiable in physiological terms, could (metaphysically could)have been caused by something other than the rays of the sun. This seems truebecause there are uncontroversial and obvious ways of identifying sunburns withphysiologically specifiable states (state-instances) of the skin. These specifica-tions are deeply explanatory and seem to be individuatively relevant. Yet theydo not presume anything about those states deriving from the sun’s rays.9
 8 Ibid. 452 says I may make the mistake of thinking that the thought experiments by themselvesare incompatible with the token-identity theory. His further discussion seems to suggest that I domake this mistake. I have never thought this, and I have never written anything that entails it. Ina later paper, “The Myth of the Subjective”, in M. Krausz (ed.), Relativism: Interpretation andConfrontation (Notre Dame, Ind.: University of Notre Dame Press, 1989), 159–172, Davidson saysthat the argument behind my denial of the token-identity theory ‘assumes that if a state or event isidentified (perhaps necessarily, if it is a mental state or event) by reference to things outside of thebody, then the state or event itself must be outside the body, or at least not identical with any eventin the body’. I do think that certain mental events that are necessarily individuated by referenceto things outside the body are not identical with any event in the body describable via kind termsof the physical sciences. But I have never taken this view as an assumption. I have argued for it.Davidson’s discussion does not go to the heart of our disagreement. What follows should make thepoint clearer.
 9 In my view, therefore, the sunburn example does not line up very well with Davidson’s criticismof my argument—since he wishes to deny premise (1). Davidson very likely denies that the analogof (1) holds for sunburn. Cf. Davidson, “Knowing One’s Own Mind”, 451–455, where he concedesonly that the state of the skin might remain type-identical. But he gives no reason for holding thatan instance-identical state of the skin could not have been caused by anything other than the sun.Perhaps he thinks that states are analogous to events in (necessarily) being instance-identical only if
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 On the other hand, the analog of premise (2) seems to fail for sunburn. Ithink that we have no grounds to think that if a physiologically specifiable state(instance) of the skin had not been a sunburn, it would have been impossiblefor it to have been the same state (instance) as one that is. Again, our abilityto identify states of the skin with sunburns and fit them into a systematic, indi-viduatively relevant scheme of explanation that prescinds from anything aboutthe sun supports this view. The kind sunburn, by contrast, fits into a much lesssystematic, informative, and important explanatory scheme—if it fits into anysuch scheme at all. Its claim to individuate state-instances across counterfactualsituations is far less strong than the physiological scheme. Similarly, its claimto provide a fundamental form of individuation (as premise (2) claims for inten-tional contents) is substantially less strong than the claim of mental kinds. Thefailure of analogy, in these respects, between sunburn and thoughts makes theexample incapable of undermining my argument.
 Whereas Davidson doubts premise (1) of the argument, some token-identitytheories have been taken as denying premise (2). It is common to hold thatintentional states and events can be type-identified with functional states andthat these states could be realized by a variety of physical states or events.The realizing physical states and events are supposed to be instance- or token-identical with the mental states or events. This view does not entail a denial of(2). But it is usually also assumed, at least implicitly, that the identity of theunderlying physical states and events is independent of their exact functionalrole in a given system. If this is assumed, then this sort of theory would becommitted to denying (2).
 Such a theory seems very unpromising. There is little in our explanatory prac-tice to encourage identification of intentional mental types with non-intentionallyspecified functional types.10 The identification of intentional mental tokens withtokens specified in the natural sciences has, I think, even less clear supportin explanatory practice. But what I want to centre on is the main reason foraccepting (2).
 The system of intentional content attribution is the fundamental means ofidentifying intentional mental states and events in psychological explanation andin our self-attributions. In fact, we have no other systematic way of identifyingsuch states and events. Davidson holds that (2) is intuitively obvious and denialsof it are absurd. I agree. But I think that it can also be justified by noting that it isour only way of individuating intentional mental events that provides systematic
 they have the same causes (cf. note 6). But I see no metaphysical or even physiological impossibilityin thinking of a given state-instance as having been arranged by light rays with exactly the samephysical powers and vectors as the sun’s which, however, did not emanate from the sun. WhetherDavidson holds the analogue of premise (2) for sunburn is unclear to me. It appears, however, thathe probably would hold that no state-instance of a sunburn could be caused by something otherthan the sun and be the very same state-instance. As noted below, I find this implausible.
 10 For a recent discussion of reasons for this charge, cf. Hilary Putnam, Representation andReality (Cambridge, Mass.: MIT Press, 1988).

Page 370
                        

Mind–Body Causation 355
 understanding, description, and explanation of mental events and intentionalactivity. Such cognitive practices are our most reliable way of knowing thenature of what exists.
 I know of no plausible or even serious arguments against (2).11 But failureto hold it firmly in mind is a major source of the misguided worries about epi-phenomenalism. Insofar as one allows oneself to think that intentional contentsare only contingently associated with a thought-event, one is in a position toimagine that one can hold constant a neural event supposedly identical witha mental event, while imagining the mental/physical event to have a differentcontent. Supposing that the causal laws connecting the neural processes are suf-ficient for their effects, one is led to wonder wherein the intentional propertiesare causally relevant. This conceit can naturally be seen to lie behind the viewthat the intentional content of mental states and events is a mere epiphenom-enal ‘aspect’ of those events—the view that I noted in the first paragraph ofthis paper.
 But in fact, such content is the explanatory and identificatory centre ofthose events. We have little else to go on in talking about the causal powersand ontology of the mental. Systematic, informative, important explanatoryschemes—like our mentalistic one—usually (there are special cases) make thestrongest claim for providing individuating descriptions that indicate what isessential to the identities of individuals, particulars, or instances.12 It seems tome that any metaphysical theory that seeks to illumine mental causation or theontology of mental events that denies (2) is hopelessly misdirected.
 As I have been noting, systematic, informative, important explanatoryschemes of events and states are also our strongest indications of causal rel-evance. The idea that the causal relations described in psychology are really ormost fundamentally causal only under some other description seems extremelytenuous and doubtful. I see no reason to think that there is anything in theidea, now common among philosophers, that in some sense the ‘real’ causalwork is being done at a lower level. I also see no reason to think that wecan understand mentalistic causation through some analysis of supervenience(although I think that understanding the sense in which mental events superveneon the physical is an important enterprise). Our understanding of mental caus-ation derives not primarily from re-descriptions in physical terms.13 It derives
 11 I have heard it suggested that although (2) is not true, it is true that there could not be twoevents that are mentally the same if they had different contents. (2) is still denied because the samephysical event could allegedly be identical with a mental event that had one content, in the actualsituation, or with a mental event that had another content, in the counterfactual situation. It is notthe same thought content, but it is the same thought/neural event. This subtlety does not seem tome to count for much in defending opposition to (2). The remarks in the preceding paragraph stillseem to apply.
 12 Again, one can reparse talk about essence into talk about the most fundamental method foridentifying individuals and reidentifying them under counterfactual considerations; cf. note 7.
 13 Or worse yet, in syntactical terms. One might well grant that many psychological states andevents involve operations on syntactic entities. One may also see such inner mental syntactic items
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 primarily from our understanding of mentalistic explanation. This understandingis largely independent of reference to the underlying processes.
 Davidson’s profoundly stimulating argument for a token-identity theory seemsto me flawed by a subtle analog of the tendency to underrate the centrality ofcognitive practice in understanding mental causation and ontology.c The argu-ment partly relies on the premise that causal relations between events must bebacked by (entail the existence of) laws of a complete, closed system of explan-ation, where the predicates of these laws are true of the events that are causallyrelated. Davidson conjoins this premise with the assumption that there are causalrelations between mental and physical events and the assumption (for which heargues) that mentalistic explanations cannot themselves be part of a complete,closed system of explanation. From these three premises he concludes that men-tal event-tokens must fall under predicates of physical laws that do form part ofa complete, closed explanatory system. As far as I can see, these must be thelaws of physics.
 I think that we do not know, and cannot know apriori, that causal statementsentail the existence of laws or explanatory systems that have such specific prop-erties. We cannot know apriori this much about the form of the laws of nature,described by any science. Nor can we know apriori the relations among theontologies and causal schemes of the various sciences. That is, we cannot knowapriori that the laws, or nomological generalizations, of psychology describeevents that have any very specific relation to events that fall under the laws ofany other science. I think that there is no reason, much less any apriori reason,to accept Davidson’s first premise. Thus we cannot know apriori that mentalevents that are causes fall under any other (non-mentalistic) sort of law.
 Our best guide to the nature of mental causation and ontology lies in under-standing our best means of explaining and describing mental events. Our actualcognitive practice lends little credence to the idea that intentional mental eventsfall under exceptionless physical laws, or instantiate physical descriptions of themost fundamental natural science.
 Let us return to the argument against the form of token-identity theory thatI described at the outset (a form that Davidson’s argument was intended tosupport). Since premises (1) and (2) seem strongly plausible and free of seriouscounter-arguments, the argument seems to me forceful and sound. The most
 as expressing intentional content. But the idea that the brain is sensitive only to syntactic shape, notto content, seems to me a misleading metaphor. The brain is sensitive to neural forms. One may thinkof there being causal relations among syntactic entities, but this is already to describe causation at ahigher level of abstraction than that of brain physiology. If causation can be described at that level,it can also be described at the level of intentional content. I see little ground for seeing the syntacticproperties as prior to intentional properties in the order of causal relevance. Syntax is attributed toserve explanations that are fundamentally intentional. In my view, there is no non-artificial sense inwhich syntax is ontologically or causally more secure.
 c D. Davidson, “Mental Events”, in L. Foster and J. Swauson (eds.), Experience and Theory(Amherst, Mass.: University of Massachusetts Press, 1970), 79–101; repr. in Davidson, Essays onActions and Events (Oxford: Clarendon Press, 1980).
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 common metaphysical ground for worries about epiphenomenalism seems onweak ground.
 There are less committal forms of materialism about mental events. All suchforms must take mental event-tokens to be physical event-tokens that are notinstances of kinds described by any of the natural sciences. Perhaps this is notan intrinsically implausible claim. Particular wars, avalanches, thunderstorms,meal-cookings may not fall under any natural event-kind describable in anynatural science. I doubt that there is ever any one definite token event thatinstantiates kinds of a natural science, even physics, with which an event-tokenof these kinds can be identified. Yet they are clearly physical events. Maybemental events are like that.
 On the other hand, these analogies seem merely hopeful. The relevant descrip-tions are uncontroversially physical. The problem with identifying them withevents described in physics lies merely in their complexity and in the fact thatthey fall into patterns that are salient for macro-descriptions, but not particularlyuseful for systematic explanation. By contrast, psychological states do fall intosystematic patterns which explanation can make use of. But these patterns donot seem to involve ordinary physical properties (like mass, energy, composi-tion, and so on) that physical explanations and descriptions make use of.14 Sothe view that these are, in the ordinary sense, physical patterns seems doubtful.
 In any case, such forms of materialism provide little new insight into men-tal causation, as long as the relevant physical events with which the mentalevents are supposedly token-identical remain unidentified in non-mentalisticterms. There is little in current cognitive practice to encourage the view thatany such descriptions of central intentional state-instances or event-tokens areforthcoming. So even if such a liberalized version of materialism were true, itwould offer little help in understanding mental causation.
 3
 The problem about mental causation that is usually raised as a means of motivat-ing an appeal to materialism is that of explaining a mechanism that would makepossible causal interaction between two such different things as a physical event(or substance) and a mental event (or substance). Materialists hold that the prob-lem disappears if mental events are seen as physical. This problem was posedby Descartes; and he professed himself baffled by it. The problem was acutefor Descartes because he viewed mental and physical entities as substances in
 14 The composition relation is probably the critical one. There are forms of materialism thatmaintain that all objects are decomposable into inorganic physical particles. Apart from the fact thatthese forms do not apply very well to properties or events (not to speak of objects like numbers,intentional contents, methods), they make a claim for the relevance of physical composition to ourunderstanding of mental entities that seems to me (so far) quite unsupported by anything that weknow.
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 the old-fashioned sense—entities that were not dependent on anything else fortheir nature or existence. But mental events and other mental entities like mindsare not substances in the old-fashioned sense. So there is for us no antecedentproblem of admitting various sorts of constitutive and existential dependencyof the mental on the physical. It is not obvious, however, that this dependencyneed involve material constitution—the mental events being identical with ormade up of physical events.
 I have no satisfying response to the problem of explaining a mechanism. ButI am sure that there is less reason to think it a decisive consideration in favorof materialism than is often thought. What is unclear is whether the questionis an appropriate one in the first place. Demanding that there be an accountof mechanism in mind–body causation is tantamount to demanding a physicalmodel for understanding such causation. It is far from obvious that such amodel is appropriate. It is not even obvious why any model is needed. Theargument I have just cited presents no clearly formulated problem about mentalcausation that need force us to embrace materialism, including the computermodel’s version of materialism, as a solution. The demand for a mechanism istantamount to an implicit demand for a materialist solution.
 A better articulated argument for materialism along similar lines goes asfollows. Physical effects are caused by prior physical states or events accordingto approximately deterministic physical laws. Mental causes bring about physicalmovements of our bodies. If such causation did not consist in physical processes,there would be departures from the approximately deterministic physical patternsdescribed by physical laws. It would interfere with, alter, or otherwise ‘make adifference’ in the physical outcomes. But there is no reason to think that thishappens. Physical antecedent states suffice for the physical effects. Appeal tomental causation that does not consist in physical causation appears, on thisreasoning, to require us to doubt the adequacy of current forms of physicalexplanation, even within the physical domain. So such appeal should be rejected.
 This reasoning seems to me to have some force. But I think that it is notas forceful as it may appear. Why should mental causes alter or interfere withthe physical system if they do not materially consist in physical processes?Thinking that they must, surely depends on thinking of mental causes on aphysical model—as providing an extra ‘bump’ on the effect. The idea seems tobe that a cause must transfer a bit of energy or exert a force on the effect. On sucha model, mental causes would deflect a physical effect off the course a physicalcause alone would set it on. Cases where the mental cause and the physicalcause yield the same physical outcome—cases of ‘overdetermination’—will beseen, on such a model, as coincidences that must be abnormal. So appeals tooverdetermination by mental causes and physical causes will seem unattractiveas a gloss on the general failure of mental causes to interfere with or alter thephysical outcomes expected on purely physical grounds.
 But whether the physical model of mental causation is appropriate is, again,part of what is at issue. As we have seen, one can specify various ways in
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 which mental causes ‘make a difference’ which do not conflict with physicalexplanations. The differences they make are specified by psychological causalexplanations, and by counterfactuals associated with these explanations. Such‘differences’ made by psychological causes do not require that gaps be leftin physical chains of causation. They do not seem to depend on any specificassumptions at all about the physical events underlying the mental causes.
 I think that we have reason, just from considering explanatory goals andpractice—before ontology is even considered—to think that mentalistic andphysicalistic accounts of causal processes will not interfere with one another.Part of the point of referring to mental states lies in explaining intentional activitythat involves (or is identical with) physical movement. A man’s running to thestore is explained by his believing that his child would suffer without the neededmedicine and by his decision not to wait on a doctor. We think that the man’srunning is caused by the formation of his belief and by his decision.
 It would be perverse to think that such mental events must interfere with oralter, or fill some gap in, the chain of physiological events leading up to andincluding the movements of his muscles in running. It would be perverse tothink that the mentalistic explanation excludes or interferes with non-intentionalexplanations of the physical movement. I think that these ideas seem perversenot because we know that the mental events are material. They seem perversebecause we know that the two causal explanations are explaining the samephysical effect as the outcome of two very different patterns of events. Theexplanations of these patterns answer two very different types of inquiry. Neithertype of explanation makes essential, specific assumptions about the other. Sothe relation between the entities appealed to in the different explanations cannotbe read off the causal implications of either or both types of explanation. Theperversity of thinking that mental causes must fill gaps in physical chains ofevents probably has its source in traditional dualism, or in libertarian worriesabout free will. But the perversity remains regardless of its source.
 The upshot of this reasoning is that we have no ground for assuming thatthe failure of mental causes to interfere in the physical chain of events must beexplained in terms of mental causes’ consisting in physical events. Interferencewould be surprising, given antecedent assumptions about mental and physicalexplanation. So non-interference is in no need of explanation in ontologicalterms.
 There are surely some systematic, even necessary, relations between mentalevents and underlying physical processes. We have good reason to believe thatmental processes depend on underlying physical processes. By probing or dam-aging parts of the brain we can bring about, affect, or ruin mental states andprocesses. But the relations of identity and physical composition are relationsthat have specific scientific uses. For example, we explain the behavior of amolecule in terms of the behavior of its component parts. It is far from clearthat these compositional relations have a systematic scientific use in bridgingpsychology and neurophysiology (cf. note 15). They are guesses about what
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 sorts of relation might obtain. But they seem to me just one set of possibilitiesfor accounting for relations between entities referred to in these very differentexplanatory enterprises. What form an inter-level account might take seems tome to be an open question.
 I find it plausible to believe in some sort of broad supervenience thesis: nochanges in mental states without some sort of change in physical states. Butthe inference to materialism is, I think, a metaphysical speculation which hascome, misleadingly, to seem a relatively obvious scientific or commonsensicalbromide.
 As long as mentalistic explanation yields knowledge and understanding, andas long as that explanation is (sometimes) causal, we can firmly believe thatmind–body causation is a part of the world. The primary way of understandingsuch causation is by understanding mentalistic causal and explanatory statementsin the ordinary, non-philosophical sense of ‘understanding’. How much moreillumination philosophy or neuro-psychology can offer remains to be seen. Atany rate, mentalistic explanation and mental causation do not need validationfrom materialist metaphysics.
 It seems to me that philosophers should be more relaxed about whether ornot some form of materialism is true. I think it a thoroughly open—and notvery momentous—question whether there is any point in insisting that mentalevents are, in any clear sense, physical. Maybe science will never make use ofanything more than limited correlations with the lower, more automatic partsof the cognitive system. Maybe identities or part–whole relations will neverhave systematic use. Maybe the traditional idea of a category difference willmaintain a presence in scientific practice. What matters is that our mentalisticexplanations work and that they do not conflict with our physicalistic explan-ations. As philosophers, we want a well-founded understanding of how theseexplanations, and their subject matters, relate to one another. But it serves nopurpose to over-dramatize the conflict between different ontological approachesor the merits of the materialist approach.
 The flood of projects over the last two decades that attempt to fit mentalcausation or mental ontology into a ‘naturalistic picture of the world’ strikesme as having more in common with political or religious ideology than with aphilosophy that maintains perspective on the difference between what is knownand what is speculated. Materialism is not established, or even clearly supported,by science. Metaphysics should venture beyond science with an acute sense ofits liabilities.
 4
 I have argued that epiphenomenalism need not be seen as a serious metaphysicaloption even if materialism is true. The probity of mentalistic causal explanationis deeper than the metaphysical considerations that call it into question. I have
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 also argued that materialist metaphysics is not the most plausible starting pointfor reasoning about mind–body causation. Explanatory practice is.
 I think it more natural and fruitful to begin by assuming, defeasibly perhapsbut firmly, that attributions of intentional mental events are central to psycho-logical explanation both in ordinary life and in various parts of psychology. Wemay also assume that intentional mental events are often causes and that psycho-logical explanation is often a form of causal explanation. Given these assump-tions, the ‘worry’ about epiphenomenalism seems very remote. For if intentionalmental events are type-individuated in terms of their intentional ‘aspects’—ifthose aspects are the fundamental explanatory aspects—and if such events enterinto causal relations and are cited (in terms of those aspects) in explanations,then there seems to be every reason to conclude that those aspects are caus-ally efficacious. None of the metaphysical considerations advanced in currentdiscussion seem to me remotely strong enough to threaten this conclusion.15
 I shall conclude by mentioning a further reason for thinking that intentionalevents are, as such, causally efficacious. Why is it that philosophers who dis-cuss epiphenomenalism are worried about it? Why should one not take a moredisinterested attitude?
 Part of the answer lies in the fact that many philosophers instinctively feelthat if epiphenomenalism were a consequence of their metaphysics, their meta-physics would be in trouble.16 This is good philosophical sense. Outside ourphilosophical studies, we all know that epiphenomenalism is not true.
 But there is a deeper reason why epiphenomenalism should seem intellec-tually unattractive. Much of the interest of psychological explanation, both inpsychology and in ordinary discourse, lies in helping us understand ourselvesas agents. Causal implications are built into our intentional concepts and inten-tional modes of explanation. We think that we make things happen because wemake decisions or will to do things. We think that we make assertions, formtheories, and create cultures, because we think certain thoughts and have certaingoals—and we express and fulfill them. In this context, we identify ourselvesprimarily in terms of our intentional mental aspects—our wants, our thoughts,our values. Our agency consists in our wants’, willings’, thoughts’, values’ assuch (under these ‘aspects’) having some sort of efficacy in the world. Ourmental events’ having the intentional characters that they have is, in individualinstances, what we define our agency in terms of.
 15 The fact that intentional mental events are appealed to, as such, in explanations by itselfdifferentiates them from phenotypes. Phenotypes are explananda in biology, but intentional mentalevents are part of causal explanations in psychology and everyday life—not simply the explanandafor explanations. It is a mark of much of the discussion in this area that such simple differences inexplanatory status are not so much as mentioned. The metaphysics of the situation is often discussedin virtual isolation from explanatory practice.
 16 Cf. N. Block, “Can the Mind Change the World?”, in G. Boolos (ed.), Meaning and Method:Essays in Honor of Hilary Putnam (Cambridge: Cambridge University Press, 1990), 137–170, fora clear statement of this view.
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 Most of our intellectual and practical norms and evaluations presuppose thatwe are agents. If our willing or deciding made something happen, but thatevent’s being a willing or deciding were not causally efficacious (so that theefficacy resided in some underlying neural property), then the agency wouldnot be ours. If our theoretical deliberations were not ours to control, we couldnot see ourselves as being the authors of our theories; nor could we criticizeourselves as deliberators. Most normative evaluations of our intellectual andpractical activities would be empty.
 If intentional psychological explanation ‘made sense’ of what we did, ‘ration-alized’ it, but did not provide insight into the nature of any causal efficacy, itwould lose much of its point. It would provide no insight into the various formsof agency that give life its meaning and purpose, and psychology its specialinterest.
 I am not here asserting that it is inconceivable that psychological explanationcould break down—or at least be very much more limited than we conceive itas being. I think that the question of conceivability is quite subtle and complex.The point is that this form of psychological explanation has not in the leastbroken down. It works very well, within familiar limits, in ordinary life; it isused extensively in psychology and the social sciences; and it is needed inunderstanding physical science, indeed any sort of rational enterprise. We havereason to believe that it provides explanatory insights. But then, as I have noted,there is a deep connection between intentional psychological explanation andthe view it provides of ourselves as agents, on one hand, and the attribution ofsome sort of causal efficacy to intentional mental states and events as such, onthe other.
 I think that these are not the only reasons for this form of attribution. Buteven if they were, it would leave the attribution so deeply entrenched thatthere is no real hope that epiphenomenalism could become a credible view.Epiphenomenalism is better seen as an instrument, like scepticism, for clarifyingour most deeply held beliefs. It seems to me, however, that the traditionalscepticisms about agency, will, and responsibility are more penetrating tools forthis purpose.
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 Postscript to “Mind–Body Causation and ExplanatoryPractice”
 “Mind-Body Causation and Explanatory Practice” is out of step with the philo-sophical temper of the times. I take a distant, sceptical attitude toward theprevailing physicalism, or materialism, in philosophy of mind. I also defend myold argument, first stated in “Individualism and the Mental” (Chapter 5 above),that one popular form of materialism, the token identity theory, is false.
 I attempt no satisfying account of the mind–body problem. My primaryinterest lies in articulating dissatisfaction with the particular approach to theproblem that has dominated discussions since the mid-twentieth century.
 I believe that discussions of the mind–body problem often show poor per-spective on what we know and what we do not know. Metaphysical posi-tions—like materialism or physicalism—are held in common among manyphilosophers with a firmness and fervor that are out of proportion to the strengthof the grounds for holding them. Such positions are not clearly supported byexplanations in common sense or the sciences. Nor do they have strong intuitivesupport.
 There is, of course, a long-standing, justified, general sense that the minddepends on the body. However, materialist views in philosophy make veryparticular claims about the relations between psychological events or proper-ties and physical events or properties. Such views require relations of iden-tity, constitution, realization, or the like. No one of these specific relationsis clearly supported by actual scientific explanation. I think that all lackstrong intuitive support—beyond the support for the generalized sense ofdependence.
 In the article, I held that the issues over mental causation that had begun toarise from within materialist points of view showed the metaphysical situationto be less clear-cut and more difficult than common philosophical opinion tookit to be. I maintained that metaphysical positions in this area should be occu-pied and reflected upon with considerably more diffidence, and with a greateropenness to reflecting on alternatives.
 Similarly, the metaphysical view epiphenomenalism, which is flatly incom-patible with what we know from scientific and commonsense explanations, iswidely taken as a genuine contender for the truth, although, unlike physical-ism, it is not widely held. The reason why the view is taken seriously is that itcan appear to be implied by some of the metaphysical opinions that are them-selves too firmly held. Here again, I maintained that a great deal of philosophyhad lost perspective on the distinction between what we know and understand,
 I am indebted to Ned Block for helpful advice.
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 on one hand, and what we are in the position of groping to understand, onthe other.1
 I believe that these points remain valid. My repeating them here is witnessto their having had rather little effect. I believe that part of the problem is thatlarge shifts in philosophical attitude usually proceed only slowly. In some cases,however, misunderstanding has helped block adequate appreciation of the pointsthat I made. I want to discuss a response that embodies both a fair amount ofmisunderstanding and a version of the syndrome that provoked my scepticism.
 Writing as if my criticism of materialist metaphysics were a criticism of doingmetaphysics at all, Jaegwon Kim responds to my paper by arguing that thereis indeed a problem of mental causation and that a metaphysics that engagesit is worth doing. Those points are true. Kim’s spirited claims in this vein areirrelevant to what I wrote.
 Kim quotes my statement,
 Materialist metaphysics has been given more weight than it deserves. Reflection onexplanatory practice has been given too little.
 He associates this statement with the much stronger claim of Lynne RudderBaker:
 If we reverse the priority of explanation and causation that is favored by the meta-physician, the problem of mental causation just melts away.2
 Kim asks:
 Would the problem of mental causation take its leave if we did less metaphys-ics, as Burge and Baker urge, and instead focused our attention on psychologicalexplanation?3
 This take on my view is very much mistaken. I do not accept Baker’s claimthat the problem of mental causation would ‘melt away’ if one shifted per-spective. I did not, and do not, think that any such problem can be madeto ‘take its leave’ by focusing on psychological explanation, and doing lessmetaphysics. I do not advocate doing less metaphysics.4 I have no objectionto counting the problem of understanding mental causation as a metaphysical
 1 I applied these methodological points to particular issues regarding mind–body causation. Ibelieve that parallel points apply even more strongly to certain other areas of metaphysics. For themost part, philosophy of mind has taken at least rough account of what (little) is known about themind and its relation to the brain or body. In some other areas of metaphysics, the discussion hasproceeded without any serious contact with what science has had to say on the relevant topic. Ihave in mind, for example, discussions of the nature of time, the relation between existence andtime, the nature of physical bodies, implications for contact in body–body causation, and much ofthe discussion of causation itself.
 2 Lynne Rudder Baker, ‘Metaphysics and Mental Causation’, in J. Heil and A. Mele (eds.),Mental Causation (Oxford: Clarendon Press, 1993), 92–93.
 3 Jaegwon Kim, Mind in a Physical World (Cambridge, Mass.: MIT Press, 1999), 60–62.4 The scope of Kim’s ‘as Baker and Burge urge’ is ambiguous. His assumption about what I
 urge is mistaken on either interpretation.

Page 380
                        

Postscript to “Mind–Body Causation” 365
 problem. I believe that very few philosophical problems are easily solved ordeflated. I do not believe that problems regarding mental causation are amongthese few.
 I recognize that there are difficulties in achieving a satisfactory understandingof mental causation, though I think that the ways these difficulties have usuallybeen posed, from Descartes onward, have been unproductive. I think that theproblem has usually been posed so as to suggest that there is some definiteconflict or tension in the very notion of mind–body causation. I believe thatthis suggestion has never been made good. It was not made good by Descartesor by Princess Elisabeth of Bohemia (who raised the issue with Descartes).It has not been made good by modern materialists. Beginning one’s inquiryby taking such a suggestion seriously, rather than beginning with a firm gripon what we know from good psychological and physical causal explanations,has tended to distort philosophical discussion. My paper was partly a complaintabout such distortion. I believe that by reflecting more on explanation in scienceand common sense, one can gain a better starting point and perspective on theproblem of mind–body causation.
 As noted, I also maintained that a particular view, epiphenomenalism, hasbeen taken more seriously, as a contender for the truth, than it deserves. I heldthat epiphenomenalism is a non-starter. I argued that epiphenomenalism canserve at best as a foil in trying to better understand mental causation. One canuse any valid argument that leads to epiphenomenalism as a reductio of theargument’s set of premises.
 Kim writes that he agrees with my attitude toward epiphenomenalism. Hemaintains, ‘the problem of mental causation is … the problem of showing howmental causation is possible, not whether it is possible’. He continues:
 The issue is how to make our metaphysics consistent with mental causation, andthe choice that we need to make is between various metaphysical alternatives, notbetween some recondite metaphysical principle on the one hand and some cherishedepistemological practice or principle on the other. This of course is not to say thatmetaphysics and epistemology are necessarily independent …5
 As we shall see, however, Kim does not disengage his own reasoning fromtalk of mental causation’s being in ‘jeopardy’—jeopardy engendered by whatI believe to be insubstantial metaphysical considerations. In fact, I believe thatbecause of specific aspects of Kim’s eventual reductionism, his own positionamounts to a form of epiphenomenalism.
 Mental causation does need to be better understood, particularly in relationto physical causation. I conceive this problem in terms of better understandingrather than in terms of explaining the possibility of mental causation. I think itspossibility is best explained by reflecting on its actuality rather than by appeal-ing to putative metaphysical principles, as Kim does. Perhaps this difference
 5 Kim, Mind in a Physical World, 62.
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 is merely one of strategy. I do not deny that metaphysical exploration andspeculation can be fruitful when it is done with a keen sense of its limitations.
 I have more substantive differences with the last part of Kim’s statement. Partof my point was that we cannot assume that we need to make a choice betweenvarious metaphysical alternatives if the available alternatives do not have a firmrational or evidential basis. Metaphysics should sometimes be carried on in amore exploratory and speculative spirit.
 The issue is not between metaphysics and epistemology, two branches ofphilosophy. It is not a matter of making a choice between doing metaphysicsand doing science, as the quoted paragraph seems to suggest my view to be.The issue is that certain forms of metaphysics do not keep in perspective whatwe know and what we do not know—including what we know from science.Such forms rely on metaphysical principles that are not rationally or empiricallysupported. Most of what we know (or are warranted in believing) about mentalcausation resides in causal explanations in science and common sense. In myview, metaphysics in this area has progressed very little beyond them.
 Kim claims that our understanding of belief–desire explanation as causalderives from Davidson’s argument that reasons are causes:
 If, as Burge says, we ‘may assume’ that belief–desire explanation is a form of causalexplanation, we owe this license substantially to Davidson. What carried the day forthe causal view was Davidson’s philosophical argument, not the pervasiveness ofour explanatory practice of rationalizing actions in terms of belief and desire. Therewas no disagreement on the explanatory practice; the debate was about its natureand rationale.
 Kim seems to think that explanatory practice in psychology and common sensewas innocent of evident causal commitments until Davidson’s philosophical(indeed Kim holds, metaphysical) arguments came along to indicate their causalcharacter.6
 I admire Davidson’s defense of regarding psychological explanation as caus-al.7 I think, however, that Kim’s account takes too narrow a view of thedialectical situation in which Davidson’s defense was mounted. Davidson res-isted a set of aberrant philosophical views that systematically either ignored orwere suspicious of scientific explanation in psychology and that offered whatwas in fact a revisionist view of commonsense explanation. Ordinary and sci-entific explanatory practice did not need Davidson to show it to be causal.Philosophy, during one of its less admirable periods, did.
 Kim seems to think that actual scientific explanation in psychology is primafacie neutral as to whether psychological events or properties are causally effic-acious, and that such explanation needs metaphysics to determine the issue. I
 6 Kim, Mind in a Physical World, 62–63. The quote is from p. 63.7 Donald Davidson, ‘Actions, Reasons, and Causes’, The Journal of Philosophy, 60 (1963); repr.
 in his Essays on Actions and Events (Oxford: Clarendon Press, 1980).
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 think that such a view is completely mistaken. We are entitled to assume thatpsychological explanation is causal unless powerful arguments arise to the con-trary. We do not need metaphysics to license the assumption. Mental causationis solidly supported by science (not to speak of common sense). No metaphys-ics—at least, no metaphysics that has emerged so far—is in a position to putmental causation ‘in jeopardy’.
 I think that Kim’s position is yet another example of greater confidence in ametaphysics about the mind–body problem than the relevant arguments warrant.I would like to develop this view in more detail.
 Kim thinks that the principal problem for understanding mental causationis what he calls ‘the exclusion problem’. The problem is: ‘Given that everyphysical event that has a cause has a physical cause, how is a mental cause alsopossible?’8
 As noted, I think that the first answer to this question lies in looking atactual mental causation—at the specifics of causal explanations in psychologyand common sense. We need to recognize from the outset that the psychologicalproperties appealed to in causal psychological explanations of physical events areamong the causal factors. No ground to doubt the legitimacy of appeal to themas causes has so far been raised. Given that we know that there is neuro-physicalcausation of the same movement, we know that the psychological and the neuro-physical causation do not compete. I believe that we have no intuition that weneed take seriously that they do compete. I think that intuitions that suggestsuch competition derive from questionable, poorly supported metaphysics orfrom dubious metaphors. Any such intuitions are in conflict with what we knowfrom scientific and commonsense explanations.
 Kim wants to press a puzzlement or a sense of ‘tension’ here that I thinkis not well motivated. He thinks that it is natural to regard the presence of thephysical cause as a threat to exclude the presence of a mental cause. Thus, hisname for the problem. Sometimes he writes that the physical cause can makethe mental cause seem ‘dispensable’ or can put it in ‘jeopardy’.9
 I find this approach artificial. I think that given what we know from psy-chological causal explanation, we should assume from the beginning that anysense of tension is an illusion that must derive from some misunderstanding.Now in a way, Kim agrees that the sense of tension is an illusion. He wantsto leverage the sense of tension into an acceptance of his reductionist view ofpsychological properties, and psychological explanation.10 Where we differ isthat I think that the sense of tension is not only an illusion, but is itself largelyartificially induced.
 8 Ibid. 37–38.9 Ibid. 42, 45.
 10 Kim presents his view as a reductionist view, but the notion of reduction that he invokes seemsto me not at all like reductions in science. In many respects, the view seems more eliminationistor epiphenomenalist, at least about representational states. I shall, however, continue to call it areductionist view.
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 Kim states that the exclusion problem arises ‘for anyone with the kind ofbroadly physicalist outlook that many philosophers, including myself, find com-pelling or, at least, plausible and attractive’.11 This is to say that the exclusionproblem arises from within physicalist metaphysics. Its force or intuitiveness is,I think, dubious independently of the metaphysics. It is very doubtful that it canbe used to motivate or support physicalist metaphysics, or any particular versionof such metaphysics.
 Kim tries to build the sense of tension between mental and physical causesinto a reductio argument that leads to epiphenomenalism. He wants to use theargument not to support epiphenomenalism, but to support his reduction ofmental properties to physical properties. I think that there is more than onedubious or very speculative step in the argument. So I think that it cannot be usedto target any one premise as the mistaken one in generating epiphenomenalism.
 The argument begins with a sub-argument that mental properties superveneon physical properties in the sense that
 if something instantiates any mental property M at t , there is a physicalbase property P such that the thing has P at t , and necessarily anythingwith P at a time has M at that time.
 Kim’s argument for this principle seems to me very strange. He bases hisargument on ‘the principle of physical causal closure’:
 If you pick any physical event and trace out its causal ancestry or posterity, thatwill never take you outside the physical domain. That is, no causal chain will evercross the boundary between the physical and the nonphysical. … If you reject thisprinciple, you are ipso facto rejecting the in-principle completability of physics—thatis, the possibility of a complete and comprehensive physical theory of all physicalphenomena. For you would be saying that any complete explanatory theory of thephysical domain must invoke non-physical causal agents.12
 11 Ibid. 30. Kim opens his book by announcing his commitment to a ‘broadly physicalist outlook’.There is no detailed discussion of what such an outlook is. Kim says only that it is an outlookaccording to which ‘the world’ is ‘fundamentally physical’. There are many questions to be raisedabout this idea and how it is supposed to apply to various cases (the mathematical ‘world’, the‘worlds’ of value, right and wrong, beauty, rational justification, semantics, indeed mind). I find thissort of generalized rhetoric, which is certainly not peculiar to Kim, unilluminating. The rhetoric isvery far from the expression of a definite, warranted belief.
 12 Ibid. 40. Kim cites Jerry Fodor as holding that the very intelligibility of mental causationdepends on mind–body supervenience. He apparently regards the principle of physical causal clos-ure as a way of articulating support for Fodor’s blanket and apparently otherwise unsupportedclaim. Cf. Jerry Fodor, Psychosemantics (Cambridge, Mass.: MIT Press, 1987), 42. I think thatFodor’s claim is wild, and that Kim’s way of supporting it is implausible. I think that intelligibil-ity lies in psychological causal explanation. Such explanation may invite philosophical supplementand interpretation. But its intelligibility hardly depends on some extremely general, abstract, andscientifically idle principle like the supervenience principle. I think that scientific explanation inpsychology would go on attributing mental causation intelligibly and fruitfully regardless of thetruth or falsity of supervenience, or indeed regardless of the truth or falsity of physicalism. Fromconversation, I believe that Fodor’s present view is now closer to mine than it was when he madethis statement.
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 Kim maintains that if mind–body supervenience fails, and if causation fromthe mental to the physical occurs, this principle would be false. I think thatKim’s claim here is correct, almost regardless of how the physical causal closureprinciple is interpreted.
 The formulation of the principle does, however, leave something to be desired.What is it to be taken ‘outside the physical domain’? What is meant by ‘agents’?It appears from the context that Kim intends to include as ‘agents’ any causalfactors—properties, relations, events, and so on. Normally, we would say thata theory in purely physical terms, such as a physics or a biology, would leaveout psychological causal factors, including psychological events and properties.Of course, if psychological properties were themselves physical, the principlewould not be violated. Many—perhaps most—materialist philosophers, how-ever, regard psychological properties as irreducible to (and not identical with)physical properties. So the principle as Kim appears to interpret it would not beaccepted even by many materialists. Kim does not argue for the principle. Hesimply surrounds it with misleading rhetoric.
 For example, Kim misleadingly claims that the principle is a necessarycondition on taking a physical theory to give a complete theory of physicalphenomena. This claim is certainly untrue, given what is ordinarily meant bythe idea that one can given a complete physical theory of physical phenomena.What is ordinarily meant is that physical theory can explain physical phenomenaby reference to causes specified in physical vocabulary, and by reference to lawsexpressed in physical vocabulary, where there are no gaps in the causal chainsor causal explanations. This normal understanding of the completeability of thephysical sciences does not prejudge any relation that those sciences bear to thehuman or psychological sciences, except that the latter sciences will not specifycauses that intrude on the course of physical causation or on the lawfulness ofthe physical laws. (This understanding of the completeability of the physicalsciences does not even entail supervenience.) Kim’s principle makes unneces-sary his complex argument for reduction of the psychological to the physical.Assuming that mind–body causation is not epiphenomenal, the principle alreadyentails reduction or elimination of the psychological. I regard Kim’s argumentfor supervenience as implausible because his premise is so strong.13
 Should we accept supervenience? I find it plausible. Yet I know of no inter-esting argument for it. I do not think it irrational to suspend belief about it,
 13 In a subsequent book Kim states a closure principle that is similar to what I just (independently)wrote is the ordinary understanding of what is meant by the completeability of the physical sciences.Kim does not state that he has revised his understanding of closure. I think that he must have doneso, however. For the new principle is not taken to support supervenience. In the later book Kimaccepts supervenience as a separate basic principle, rather than something to be argued for from anyclosure principle. Cf. Jaegwon Kim, Physicalism, Or Something Near Enough (Princeton: PrincetonUniversity Press, 2005), 15–16, 21–22, 43–44. This procedure seems to me an improvement onthe earlier work. The improvement does not affect anything except for my criticism of the earlierclosure principle.
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 given the extreme generality of its modal claim, given that there is no strongargument for it, and given that it is neither evident in itself nor strongly sup-ported by scientific evidence. I will accept it for the sake of argument. In whatfollows, let us remember that its epistemic credentials are not very strong.
 Kim gives an argument that assumes supervenience and purports to leadto epiphenomenalism. Suppose that an instance of mental property M causesanother mental property M ∗ to be instantiated. Given supervenience, M ∗ has aphysical supervenience base P∗. At this point, Kim attempts to get the readerto share his sense that there is a tension between mental causation of M ∗ andthe relation between the supervenience base P∗ and M ∗. (Note that this is adifferent ‘tension’ from that which Kim believes occurs between mental andphysical causes of the same physical event. For it is not assumed that P∗ causesM ∗. We shall return to the supposed tension between mental and physical causesof the same physical event.) I regard this sense of tension between causationand supervenience as bogus. I would like to scrutinize how Kim explains it.
 Kim asks, ‘Where does the instance of M ∗ come from? How does M ∗ getinstantiated on this occasion?’ He regards the two answers
 (a) because by hypothesis M caused M ∗ to be instantiated,
 and
 (b) because, by supervenience, P∗, the physical supervenience base of M ∗, isinstantiated on this occasion,
 as in ‘real tension’.(a) and (b) are answers to different questions. One is a causal answer. The
 other simply cites M ∗’s supervenience base. Although Kim is aware of thedifference between causation and supervenient determination, his formulationof the two answers runs together the different notions, misleadingly expressedby ‘because’ in the remainder of his discussion. I believe that if one keeps thedifference steadily in view, the supposed tension itself comes to seem illusory.
 Let us look at his attempts to bring out the tension:
 I hope that you are like me in seeing a real tension between these two answers: Underthe assumption of mind–body supervenience, M ∗ occurs because its superveniencebase P∗ occurs, and as long as P∗ occurs, M ∗ must occur no matter what otherevents preceded this instance of M ∗ —in particular, regardless of whether or notan instance of M preceded it. This puts the claim of M to be a cause of M ∗ injeopardy: P∗ alone seems fully responsible for, and capable of accounting for, theoccurrence of M ∗. As long as P∗, or another base property of M ∗, is present, thatabsolutely guarantees the presence of M ∗, and unless such a base is there on thisoccasion, M ∗ can’t be there either.14
 Assuming supervenience, if P∗ occurs, M ∗ must occur, no matter whetherthe physical cause (P) of P∗ occurs or whether the mental cause (M ) of M ∗
 14 Kim, Mind in a Physical World, 42.
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 occurs. Unless the causal relation between an effect and its cause is metaphys-ically necessary, it is metaphysically possible that the effect, whether mentalor physical, of a cause, whether mental or physical, could (metaphysically)have been instantiated, even though the cause were not. Most philosophers whothink about these things believe that a given effect metaphysically could inmany instances have had another cause. This point hardly puts ‘in jeopardy’the claim that the given effect, whether mental or physical, has the cause, orcauses, that it has. If the cause of a given effect is metaphysically necessary,then the point that the effect occurs regardless of whether the cause occursis idle.15
 To put the point another way: Kim writes that P∗ alone ‘seems fully respons-ible for, and capable of accounting for, the occurrence of M ∗’. To be sure, onassumption of supervenience, and given that P∗ occurs, M ∗ must occur. ButP∗ is not the cause of M ∗.16 Causes are not in general metaphysically suffi-cient for their effects. Moreover, unlike the cause of M ∗, at least a portion ofits supervenience base is simultaneous with M ∗. Supervenience is a matter ofhow things hang together. Causation is a matter of how the things that hangtogether come about. Since P∗ is not causally responsible for M ∗, its role assupervenience base could hardly put the claim that M ∗ has a mental cause injeopardy.
 Kim’s formulation may encourage another mistake. Not only does his useof his notion of ‘responsibility’ encourage the idea that causation and thebase–supervenient relation are in some way in competition for ‘responsibil-ity’ for M ∗. His notion of accounting encourages conflating these two relationswith explanation. P∗ surely does not explain M ∗ causally. Citing a physicalsupervenience base of M ∗ hardly gives a satisfying ‘account’ of its occurrence.It certainly does not obviate the need for a psychological explanatory accountof M ∗. Kim’s initial questions, which elicit answers (a) and (b), are unspecificin just the ways that invite the answers which tend to run together importantlydifferent issues—causation, supervenience, explanation.
 In a later book, Kim tries to bolster his claim that there is a ‘tension’ betweenbase–supervenient determination and mental causation.17 He counts this claimthe ‘fundamental idea’ of his argument. Kim repeats his earlier point that as longas the supervenient base is in place, the mental occurrence must occur, no matterwhat happened before that occurrence. I think this point is ineffectual, for thereasons given two and three paragraphs back. Base–supervenient determinationis not causation and cannot do its job.
 15 Note again that we are not yet discussing a supposed competition between physical and mentalcausal competitors. Here the supposed competition is between a mental cause of M ∗ and a physicalsupervenience base of M ∗. My point here is that the supervenience base no more puts the mentalcause of M ∗ in jeopardy than it puts its own physical cause, P , or a physical cause of M ∗, injeopardy.
 16 Kim makes this assumption also. Cf. ibid, 44.17 Kim, Physicalism, Or Something Near Enough, 36–38.
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 Kim appeals to the theologian Jonathan Edwards as the first philosopher whosaw the alleged tension. Kim attributes to Edwards the view that there is a ten-sion between what he calls vertical determination and horizontal causation. Heattributes the further view that vertical determination excludes horizontal caus-ation. He calls this pair of views ‘Edwards’s Dictum’. Kim gives no evidencethat Edwards was committed to Edwards’s Dictum.
 Edwards held that there are no temporally persisting objects (hence, also nohorizontal object-to-object causation) because he believed that
 God is the sustaining cause of the created world at every instant of time. There areno persisting things because at every moment God creates, or recreates, the entireworld ex nihilo —that is what it means to say that God is the sustaining cause ofthe world.18
 Kim explains that on Edwards’s view, God’s being a sustaining cause renderscausation between temporally successive events nugatory. For Edwards thinksthat if God’s sustaining causation were withdrawn, the whole world would van-ish, regardless of what had happened before. So putative other, preceding causesdo not causally influence anything that comes after them.
 Kim holds that it is ‘simple’ to see how Edwards’s Dictum, which Kim takesto have been illustrated in the theological doctrine, applies to the mind–bodycase, ‘causing trouble for mental causation’:
 Mind–body supervenience, or the idea that the mental is physically ‘realized’—infact, any serious doctrine of mind–body dependence will do—plays the role ofvertical determination, or dependence, and mental causation, or any ‘higher-level’causation is the horizontal causation at issue. The tension between vertical determin-ation and horizontal causation, or the former’s threat to preempt and void the latter,has been, at least for me, at the heart of the worries about mental causation.19
 Let us, for the sake of argument, take Edwards’s view to have full intuit-ive force. The view is that God’s causation preempts other putative causation.Edwards argues: if God’s sustaining causation were withdrawn, the precedinghorizontal events would have occurred and the successive events would not haveoccurred. This argument tends to support the view that the preceding horizontalevents are not really causes. Everything hinges on God’s sustaining causation.Nothing hinges on any putative causal power of the preceding horizontal events.
 Kim takes two significant missteps in his use of Edwards’s views to supporthis own view that base–supervenience determination is in tension with men-tal causation (the first half of what he calls, misleadingly I think, ‘Edwards’sDictum’.)
 One misstep lies in his gloss on Edwards. Kim runs Edwards’s divine ‘ver-tical’ causation together with ‘vertical’ supervenience determination. Some ofthe intuitive force in Edwards’s position derives from God’s sustaining action’s
 18 Kim, Physicalism, Or Something Near Enough, 37. The words are Kim’s.19 Ibid. 38.

Page 388
                        

Postscript to “Mind–Body Causation” 373
 being causal. God’s causation can seem to be in competition with ordinarycausation. But base–supervenience determination is not causation. As I arguedabove, it cannot, even prima facie, take the place of causation in accounting forhow things occur. In comparing Edwards’s view about God’s causation withhis own view about supervenience determination, Kim has simply mixed appleswith oranges—yet again.
 Kim’s second misstep is a failure to note the main source of Edwards’s viewthat ‘horizontal’ causation between temporally successive events is illusory.Edwards’s argument that God’s causation preempts ordinary putative causationis based on a counterfactual claim that Kim nowhere replicates in his ownaccount. If God’s causation of the later event had been withdrawn, on Edwards’sview, the antecedent event that is putatively the ‘horizontal’ cause would haveexisted, but would not have brought about any later event. No later event wouldhave existed.
 The supervenience case is disanalogous. Suppose that the physical superveni-ence base P∗ of the mental effect M ∗ had not occurred. Then either M ∗ wouldhave occurred with another supervenience base or it would not have occurred.If it did occur, there is no evident reason why M could not been its psycholo-gical cause. Suppose M ∗ did not occur. Then either M (with its superveniencebase P) did or did not occur. If M did not occur, it cannot be charged withbeing causally ineffective. If M and P did occur, there is no evident reasonwhy they would not have been causally effective. In any normal counterfactualworld, they would remain causally effective. Since they did not cause M ∗ andP∗ respectively, there would be different causal conditions or laws, and theywould have had other effects. None of these cases parallels Edwards’s.
 Edwards’s argument depends on assuming that God can sustain the worldto any given point and then withdraw support, depriving earlier events of anysuccessors (hence of any effects). These assumptions about God’s power haveno analogs in ordinary counterfactual reasoning about physical and mental con-ditions in a supervenience relation. Edwards’s view does not parallel Kim’s. SoKim’s attempt to use Edwards’s view to bolster (or even illustrate) his claimthat there is a tension between base–supervenient determination and mentalcausation is ineffective. It rests on compound conflations.
 The deeper source of Kim’s claiming tension where there is none is hisarguing from metaphysical intuitions that abstract from what we know fromcausal explanation in science and common sense. Here we come again to themain the point of my original article: Our confidence in citing mental causesresides, or should reside, in psychological causal explanations. Nothing that Kimcites in his metaphysical discussion bears on psychological explanation. So noth-ing that he cites puts the hypothesis that M ∗ has a mental cause M ‘in jeopardy’.
 Kim proposes to resolve the tension that he has purportedly identified byappealing to a new principle:
 M caused M ∗ by causing P∗.
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 Kim thinks that it is justification enough of this claim that it helps resolve thealleged tension. He adds that ‘there may be’ a plausible principle that justifiesthis principle by entailing it:
 To cause a supervenient property to be instantiated, you must cause its base property(or one of its [possible] base properties) to be instantiated.20
 I see no reason to believe these principles. Causal explanations in psychologycertainly attribute mind–body causation. They do so primarily where mentalstates or events cause bodily action-movement. We have no independent reas-on to think that all mental causes of mental effects cause physical effects thatare supervenience bases of their mental effects. It is not independently evid-ent—much less scientifically supported—that every mental event or propertythat causes a mental event, in every inference for example, causes some physicalevent or condition that is the supervenience base of its mental effect. Althoughone can construct a metaphysics that entails this claim, the claim is not suppor-ted by scientific explanation or intuitive reflection. I see no reason given so farto be any more favorable than agnostic about these principles.
 If one reflects on what the supervenience bases of certain particular thoughtswould be, supposing (as we are) that they have such bases, the principles seemwildly implausible. Take an occurrent thought that mercury occurs in LakeBaakal. Suppose that this thought is caused by prior thoughts and inferentialsteps. What is the supervenience base of this mental event?
 I believe that I have given strong reasons to believe anti-individualism. Ithink that anti-individualism is in various ways supported or presupposed byrelevant science. Some of the arguments for anti-individualism indicate thatthe supervenience bases of empirical thoughts are not local to the body of theindividual. The supervenience base of a thought about mercury and Lake Baakalwould involve a complex pattern of individual–environment relations, includingcausal-perceptual relations to objects in the environment. The superveniencebase of such thoughts is a massively complex pattern that includes states inthe thinker’s body at the time of the thought, but extends over large stretchesof space and time. Such a pattern is not local to the individual’s body. Thesupervenience base of any belief or thought that might be a cause of the thoughtwill also be complex, trans-temporal, and spread out in space.21
 It would be to stretch matters to count such patterns as properties at all. Theyare surely not instances of any natural kinds. They are trans-temporal physicalconditions, radically spread out in space as well as time. It is not plausible to
 20 Kim, Physicalism, Or Something Near Enough, 42, my insertion of the bracketed word. I donot understand how Kim understands the first principle if it is not already equivalent to the second.The first principle is evidently a generalization, not a claim about any particular mental or physicaloccurrences. And it is hard to see why Kim would think that it is merely contingent.
 21 Phenomenal properties may supervene on neural states. So this argument applies only torepresentational psychological states, but these are the states that are most prominent in causalpsychological explanations.
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 think of them as causes of anything. The idea that the physical superveniencebase of the thought is caused by the supervenience base of another mental stateor event—or that a mental state or event causes such a supervenience base—hasno intuitive or scientific plausibility.
 I do not claim that it is incoherent to construct a metaphysics according towhich there are physical–physical or mental–physical causal relations that takethese sorts of supervenience bases as causal ‘agents’. But I think that such ametaphysics has no claim on our belief. I see no explanatory potential in sucha view. Both commonsense and scientific causal explanations take mental andphysical causation to be spatially and temporally more local than any such meta-physics could allow. I believe that we have reason to dismiss such metaphysics.The relevant physical causation is to be understood in terms of causation amongneural states. Neural states are not a supervenience base for at least many mentalstates.
 Where does the argument go from this stage? Kim holds that any mental causeM of any mental effect M ∗ causes M ∗ by causing the physical superveniencebase P∗ of M ∗. He also holds that P∗ will have its own physical cause P . Thenit seems that P∗ has two causes—M and P . He then holds that we can ‘seereasons for taking P as preempting the claim of M as a cause of P∗.’22
 The reasons that Kim cites in this particular argument are stated rather curs-orily. He rejects the idea that the mental and physical causes of a given physicaleffect are to be taken as jointly ‘sufficient’ but individually ‘insufficient’ for theireffects. He regards this view as incompatible with our understanding of bothmind–body and physical causation. Kim further rejects the idea that the mentalcause is sufficient for the physical effect and the physical cause is sufficient forthe same physical effect. He rejects this idea by appealing to the physical causalclosure principle.23
 From these rejections he moves quickly to the view that mental causationis epiphenomenal, and the physical cause is doing all the causal ‘work’. Sincehe believes that this is an undesirable conclusion, he does not accept it. Hisfavored solution is to reduce all mental causal factors to physical factors, therebypurportedly restoring causal efficacy to the mental causal factors. I will returnto the notion of ‘work’.
 I believe that the argument that Kim offers has too many difficulties to supporthis favored solution. I have not rejected supervenience, but I believe that itsepistemic credentials are not strong. In what follows, I will ignore the ‘broadlyphysicalist outlook’ which drives so much of what is supposed to seem plausible.I will ignore the under-explained but apparently question-begging and overlystrong principle of physical causal closure. I will ignore the implausible idea that
 22 Ibid. 43.23 Ibid. 44–45. There are elements in Kim’s argumentation in these pages, in particular his appeal
 to a closest possible world argument to criticize overdetermination, that I find obscure and unsound.I will not discuss these elements in his argument.
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 mental causes cause mental effects always (or necessarily) by causing physicalsupervenience bases of those effects. I will ignore the idea that mental causesalways cause physical effects.
 I believe that the basic philosophical issues regarding mental causation areindependent of assumptions about supervenience. What is at issue is, on thesurface, relatively simple.
 Psychological causal explanation indicates that mental events and mentalproperties are causally relevant. Sometimes mental–physical causation occurs.In such causation some mental events or states cause some physical event orstate, where the mental aspects of the causes are causally efficacious.24 Anyphysical event has a physical cause, with physical properties that are causallyefficacious. So any physical effect of a mental cause will have a physical cause.Both mental and physical causes have properties that are causally relevant orefficacious. What is the relationship between the mental and physical causes(and their properties) in such cases?
 There is a natural impulse to deal with the question by holding that the causesand properties are ‘the same’. This answer sounds good until one gets into thedetails of ‘sameness’. Token-identity claims, type-identity claims, claims that themental is ‘made out of’ the physical, claims that mental explanation or propertiesare reducible to physical explanation or properties, claims that mental propertiesare second-order functional properties of physical properties—all have specificdifficulties. I argued against the first in my paper. I think that the others bearno close relation to what we know from the sciences. Some of them fall intoepiphenomenalism.25
 24 I need not take a position on how often mind–body causation occurs. It is enough that it isadverted to in a good bit of psychological explanation, and that the idea of mental causation beingentirely confined to causing mental effects is almost as unacceptable as epiphenomenalism.
 25 I have not discussed Kim’s specific solution. This solution appeals to a reduction of psycholo-gical properties (at least those with intentionality) to functional properties, and then what he calls afurther reduction of the latter properties, through reducing their realizations, to physical properties. Ifind his notion of reduction in this second stage very questionable. I also find the reduction of inten-tional psychological properties to functional properties a paradigmatically ungrounded philosophicalclaim. Analytic functionalism purports to give a conceptual analysis of psychological explanationinto purely functional (causal role) terms. No plausible, or even specific, presentation of such an ana-lysis has been given in a single case, for a specification of a single mental state-type, much less for allpsychological discourse. The causal roles associated with specific psychological states like specificbeliefs (beliefs like DNA contains a phosphate group or there is a red object on the distant hill) aretoo various to seem to admit such an analysis. So a specific account is needed. One cannot simplyappeal to the general program. Moreover, the emptiness of specifications of causal roles makes theclaim of conceptual equivalence incredible to disinterested reflection. To see this, reflect on evena schematic specification that uses only vocabulary that includes ‘causes’ and non-representationalterms for stimuli and for behavioral response. No disinterested reflection will enable one to takeseriously the idea that the specification has the same meaning or conceptual content as a mentalisticspecification of a state.
 Empirical functionalism takes the functional specification to yield not conceptual equivalence, butan account of the nature or constitution of representational psychological states. Empirical function-alism is, I think, no better off than analytic functionalism. Such a specification is far removed fromany explanation that goes on in science. No science employs the functionalist theory envisioned by
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 I think a more exploratory, less committal metaphysical approach is morerational, and accords better with what we know. I think that our metaphysicsis not yet very strong, epistemically, on these matters. What are strong are theclaims that mind–body causation occurs, and that there are no gaps in the chainsof body–body causation. Metaphysics should be pursued with a strong senseof its poor track record, and without writing as if metaphysical intuitions orprinciples are in a position to threaten mental causation, or put it in jeopardy.
 I continue to advocate giving more attention to one largely unexplored lineof inquiry. I doubt that there is any rational ground to think that a belief thata physical effect has both a mental cause and a physical cause forces a choicebetween maintaining that the causes are ‘the same’ and maintaining that they are‘in competition’ or ‘in tension’. I think that the credentials of any claim that sucha choice is forced on us should be viewed much more critically. Alternative waysof understanding joint mental and physical causation invite more exploration.
 In any case, I have so far found no ground to support the view that thereis competition or tension between mental and physical causes. The explanationand motivation of the ‘exclusion problem’ from supervenience considerationsare not persuasive. What other motivation might be marshaled?
 Kim claims:
 As long as each [the mental cause and the physical cause] claims to be a full causeof the event to be explained, a tension is created and we are entitled to ask, indeedcompelled to ask, how the two purported causes are related to each other.26
 We are certainly entitled to ask how the causes are related to one another.Let us also ask whether there is any antecedent reason to think that there isa tension, exclusion, or competition among physical and mental causes of thesame physical event.27
 functionalism, for example, a Ramsified functionalist theory. Any such theory would be devoid ofany explanatory power. One cannot remove the theoretical terms (in this case, the mentalistic terms)from a scientific explanation and expect to have a comparable theoretical explanation. One cannotobtain equal, much less superior, power in giving causal psychological explanations by omitting thementalist terms of the explanation in terms of blank descriptions of causal roles. Accounts of thenature of psychological states should illuminate the explanatory power of psychological explana-tion. (In fact, analytic functionalism should also illuminate the explanatory power of psychologicalexplanation that it purports to analyze, but it fails to.) Again, not a single specific identificationbetween mental properties and such functionalist properties has ever been carried through. The veryidea that all of cognitive psychology can be reduced to some other theory that does not make any useof representational notions has no support in the way the relevant sciences are developing. Empiricalfunctionalism is a tribute to the isolation of philosophy from scientific explanation. Both forms offunctionalism seem to me to be waves of hands, without cognitive substance. As I indicated earlier,Kim’s eventual position really leaves mental causation without any genuine causal role. For on hisview, functional properties per se lack any genuine causal power. They free-ride on the underlyingfirst-order physical causal powers. So Kim’s eventual position falls into epiphenomenalism. SeeMind in a Physical World, ch. 4.
 26 Ibid. 66.27 In this part of his discussion, Kim again misrepresents my views. In the first place, he argues
 again as if the issue were whether there is a place for metaphysical inquiry at all. As I have noted,
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 The quoted passage suggests that mental and physical causes ‘claim’ to be‘full’ causes of the event to be explained. Causes do not make claims. Whomakes this claim? Neither psychological nor physical explanation makes anyclaims about the other. The only sense in which we can reasonably say that thephysical cause has a ‘claim’ to be the full cause is that it is causally sufficient. Itis sufficient to make the physical effect occur. Citing it within a physical explan-ation is also sufficient to explain the physical effect in the terms of the physicalexplanation. Similarly, for the mental cause and the psychological explanation.The mental cause is causally sufficient to make the physical effect occur. Citingthe mental cause within a psychological explanation is sufficient to explain thephysical effect in the terms of the psychological explanation.
 This situation leaves us with a question about how the causes are related,but it does not leave us with competition or tension. We can assume some sortof coordination or connection between the causes (insofar as they are distinct),since their causing the same effect is certainly not coincidental. There is noabstract compelling reason to think that this coordination or connection is justthe causes being ‘the same’.
 We assume, and the psychology tends to assume, that there is a physical causeof the physical effect. This is to say that the claim of ‘fullness’ by psychologydoes not exclude the physical explanation. Similarly, the physical explanationis certainly open to there being a mental cause, as long as it does not interferewith the physical explanation. The only reasonably grounded notions of ‘fullcause’ are compatible with there being, in the relevant cases, coordinated, non-competing sufficient causes, mental and physical.
 Kim also claims that the ‘exclusion problem’ arises ‘from the very notionof causal explanation and what strikes me as a perfectly intuitive and ordinaryunderstanding of the causal relation’.28 As I have just indicated, the differentcausal explanations do not seem to be mutually exclusive or in competition. Noargument that Kim gives provides any non-question-begging ground to accepthis view that there is competition among mental and physical causes.
 There is, perhaps, an understanding of the causal relation from which intu-itions like Kim’s about exclusion naturally arise. This is the understanding of
 this was never the issue for me. In the second place, he quotes the paragraph in Section 3 of mypaper, in which I claimed that it is ‘perverse’ to think that mentalistic explanation excludes orinterferes with non-intentional (non-mentalist) explanation of physical movement. However, he usesellipses to omit a key sentence in the paragraph. This omission makes it appear that I give a directargument for my view that it is perverse to believe in exclusion or interference between mental andphysical causes. The argument is made to appear to proceed directly from the premise that neithertype of explanation (mental or physical) makes essential, specific assumptions about the other. Kimcriticizes this argument. I did not give quite this argument. In fact, I use this premise only to supportthe view that ‘the relation between the entities appealed to in the different explanations cannot beread off the causal implications of either or both types of explanation’. This is just to say thatsciences do not give us an account of a relation between mental and physical causes—hardly acontroversial point. The perversity, in my view, derives from reflecting on the particular nature ofthe ‘very different types of inquiry’ embodied in psychological and physical explanation.
 28 Ibid. 66–67.
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 causation as occurring among physical events. In the physical domain, cases ofdifferent causes of the same outcome commonly fall into one of three categor-ies. Either they are unusual cases of coincidental overdetermination. Or they arecases in which one causal factor is constituted of or otherwise ‘resolvable’ intothe other.29 Or they are cases in which the different causes are partial and inneed of each other’s physical contributions for their effect. None of these casesseems to fit mental causation.
 In later work, Kim distills these claims about the causal relation into whathe calls the Principle of Causal Exclusion:
 If an event e has a sufficient cause c at t , no event at t distinct from c canbe a cause of e (unless this is a genuine case of causal overdetermination).
 Kim understands overdetermination to involve ‘two or more separate and inde-pendent causal chains intersecting at a common effect’. The separate and inde-pendent clause suggests that causal overdetermination is a matter of a certaincoincidence or accident. Kim and I would agree that overdetermination in thissense is unusual and that mental and physical causes of a physical effect are notcases of overdetermination in this sense.30
 Kim takes the Causal Exclusion principle to be ‘virtually an analytic truthwith not much content’.31 This strikes me as an amazing claim. It is surelya consequence of intuitions about causation guided by his metaphysical view.I think any notion of causation according to which the Principle of CausalExclusion is virtually ‘analytic’ has lost touch with any notion of causation thatis used in scientific or commonsense explanation.
 Science certainly does not take mental and physical causation of a physical effectto exclude one another. Any such mental causation and physical causation are non-accidentally related. They are not independent. And hence they do not constitute acase of overdetermination, as Kim uses the term. There is certainly either a primafacie assumption that the mental and physical causes are distinct or at least an openquestion whether they are distinct. Nothing in commonsense or scientific usagesupports the ‘virtual analyticity’ of the Principle of Causal Exclusion.
 Kim holds that each science claims its cause to be ‘sufficient’ and not ‘par-tial’.32 He takes this claim to be evidence of competition. Our best understandingof sufficiency derives from the sufficiency of causal explanations within each
 29 Actually, the relations among different causes postulated in different physical sciences (saybiology and physics, or geology and physics) are not understood in real depth. So this talk ofconstituency and resolvability is a wave of the hand. It is potentially misleading. I believe that themind–body problem is much more difficult than the macro–micro physical problem. Even so, itwould be a mistake to think that handling the latter problem is simple or straightforward.
 30 Kim, Physicalism, Or Something Near Enough, The principle is stated on p. 17. The construalof overdetermination is stated on p. 48. I think that the principle has serious difficulties in under-standing even relations between instances of causation at different physical levels of explanation.Kim discusses this issue at some length on pp. 52–69. I find various aspects of this discussionunpersuasive, but I will not discuss these aspects here.
 31 Ibid. 51.32 Ibid. 53, 37–38.
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 science’s domain. Neither physics nor psychology makes claims about the causesasserted by the other science. Insofar as a physical or mental event causes aphysical event, it brings it about. In that sense, each cause is sufficient. I see noground for either cause to be taken to exclude the other. We need to understandthe relation while assuming that each cause has whatever sufficiency its causalpower requires.
 Kim asks, given that the physical cause is ‘sufficient’, what ‘work’ remainsfor the mental cause. It is not clear to me what makes this question seem forcefulto him. I am inclined to think that the question trades on unclarified notions ofsufficiency and work. The notion of work has homes both in physics and intalk of physical labor. The notion may elicit thinking of the psychological causeas like a further physical cause, offering an extra infusion of energy that is infact not needed to supplement an already sufficient physical cause. Here mentalcausation would be implicitly regarded as a form of physical causation. In sucha role it can easily seem to be an intrusive, competing, physical-like cause.
 Alternatively, it may be that one can sustain a notion of work that is neutralas between mental and physical work. The idea of physical cause using up allthe work so that there is no work left for the mental cause still seems to trade ona kind of hydraulic model. According to this model, so much energy is neededto get the job done. Given that enough energy is expended to get the job doneby the physical cause, the mental cause is left without any need to expend itsenergy. This idea too seems to import a conception of the relation betweenphysical and mental causation that is not sanctioned by ordinary explanationsin the physical and human sciences. So it is reasonable to distrust the metaphorunderlying the ‘work’ questions.
 I believe that there is no strong, independent source of the idea that causationin psychology is in tension with causation in the natural sciences. The sense oftension is a product of assumptions of ungrounded metaphysics, or of metaphorswhich when held up against what we know, couched in literal terms, do not carryrational weight. The sense of tension is not an independently supported claimthat a metaphysics is needed to explain.
 If one asks, more neutrally, how the mental cause’s causation is to be under-stood in relation to the physical cause’s causation, we have, I think, a legitimateand unbiased question.
 When we know from psychological explanation that mental events cause aphysical event, where the mental properties are relevant to the causation, wealso know from physiological explanation that there are physical events thatcause the same physical event, where their physical properties are relevant tothe causation. Each type of causal explanation is ‘complete’ (sufficient) on itsown terms. But how are we to view the matter from a perspective that includesall the causal explanations and all the posited causal relations?
 We assume that the mental cause could be effective only if there is a physicalcause. Many are inclined to think that the physical cause would be effectiveregardless of whether there were a mental cause—sufficient to itself. This
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 ‘regardless’ is problematic. It is true that the physical explanation does not needthe psychological explanation to explain the caused physical event. However,the same is true of the psychological explanation. Psychological explanationneed not appeal to an underlying physical story (which is largely unknown, inany detail, in actual cases) in order to give its causal explanation. We believethat the psychological causation could not occur without there being physicalcausation. It is hard to see how the particular physical causation could occur andthere be no mental causation. There certainly remains an instinctive sense thatthe mental depends on the physical in a way that the physical does not dependon the mental. This sense is, I think, poorly understood.
 The most common recent way to answer our question, ‘How is the mentalcause’s causation is to be understood in relation to the physical cause’s caus-ation?’, is to try to spell out in a satisfying way the idea that the causes are‘basically the same’. I think that this strategy has so far not yielded an accountof ‘basically the same’ that provides a satisfying answer to the mind–bodyproblem. And it is striking that among materialists there is no agreed-upon spe-cific account of the ‘sameness’. Another way to answer the question is to try toclarify the notion of mental causation in a way that accords with the idea thatthe mental and physical are not in competition and operate non-coincidentallyand in concert. The two types of causation clearly operate together in somesystematic way. What that way is remains to be understood. I believe that thissecond strategy has been under-explored.
 The mind–body problem is the problem of understanding the relation betweenmental events and properties and physical events and properties. I think that thereis no future in attempts to argue from an assumption about tension or exclusionto a conclusion about the mind–body relation. Our understanding of mentalcausation is no better than our understanding of the mind–body relation. Therelation between mental and physical causation is not well understood, bothbecause we have not solved the mind–body problem and because we do nothave a satisfying understanding of mental causation, or indeed any causation. Iinclude myself in this ‘we’.
 I think that an open attitude to exploring these matters is a better cognitiveposition than a metaphysics that assumes a vague generalized physicalism, andleans on visions of mind–body competition that are not grounded in anythingthat we know.
 There is certainly reason to expect illumination from the progress of thesciences. At relatively primitive levels of the psychological, close connectionshave been established between psychological and neural causation. In under-standing low-level vision, for example, the neural pathways and the functionsof neural structures in visual processing are better understood than they weretwo decades ago. This knowledge should give us better tools for understandingmind–body relations. Even in these sorts of cases, a precise and satisfying char-acterization of the relations seems to me still to lie well ahead of us. Whethersystematic, scientifically tractable correlations occur between neural pathways
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 and higher levels of perception and cognition is more doubtful, and certainly anopen question.
 The mind–body problem is difficult partly because the notion of causationitself is not well understood in philosophy. It is difficult partly because of thevariety of ways in which psychological events and properties relate to physicalevents and properties. The problem is certainly not confined to understandingconsciousness. It remains puzzling even for the representational aspects of mind.
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 I want to develop some ideas about consciousness that derive from reflectionon a distinction between phenomenal consciousness and access consciousnessdrawn by Ned Block.1 I accept a version of such a distinction, and I think thatBlock’s drawing it is a significant contribution. But I believe that Block hasnot drawn it quite right. I will maintain three primary points. First, access con-sciousness—indeed, any sort of consciousness—in an individual presupposesthe existence of phenomenal consciousness in that individual. Second, the rel-evant notion of access consciousness is not captured by the idea of a state’sbeing poised for use in rational activity, even if it is assumed that the indi-vidual is phenomenally conscious. The relations between access consciousnessand phenomenal consciousness need detailed exploration. But access consciousstates, and even events, need not themselves be phenomenally conscious. Third,although phenomenal qualities are individuated in terms of what it is like tofeel or be conscious of them, one may have phenomenal states or events withphenomenal qualities that one is unconscious of. Thus, phenomenal qualitiesthemselves do not guarantee phenomenal consciousness. To be phenomenallyconscious, phenomenal states, or their phenomenal qualities, must be sensed orfelt by the individual subject.
 Block explicates phenomenally conscious states and properties as experien-tial states and properties. He says that the totality of experiential properties ofa state are ‘what it is like’ to have it. He notes that we have phenomenallyconscious states when we exercise our senses or have pains. More generally,phenomenally conscious properties are said to be the ‘experiential’ propertiesof sensations, feelings, perceptions, thoughts, wants, and emotions.2 I do notbelieve that ‘experiential’ coincides with ‘phenomenally conscious,’ but I willnot press the point here. Ordinary pain and other sensations provide paradigmsfor phenomenally conscious states. And Block’s use of the notions of sensedphenomenality or felt quality, and of ‘what it is like’ to have a state, elicitsrecognition of a type of consciousness that is broadly familiar.
 1 Ned Block, “On a Confusion about a Function of Consciousness,” Behavioral and Brain Sci-ences, 18 (1995), 227–247.
 2 Ibid.
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 I will assume that phenomenal properties are distinct from intentional prop-erties (in roughly Brentano’s sensea) and from functional properties. Moreover,by virtue of being phenomenal, a property is not necessarily either intentionalor functional. I assume that there not only can be but are phenomenal prop-erties that are not intentional. At least they need not indicate anything beyondthemselves. These assumptions are not universally accepted. I state them hereto clarify my discussion.
 Some intentional states and events—some thoughts, for example—seem tohave phenomenal states or properties as an essential aspect of their content. Thus,associated with the intentional content of typical perceptual judgments is a phe-nomenal element that is part of, or at least necessary to, the content—inseparablefrom the way of thinking, or mode of presentation, of the perceived entities. Anormal visual judgment about a visually presented red surface would have adifferent content—or would be a different visual judgment—if the phenomenalaspect associated with the judgment were relevantly different (though the dif-ferent visual judgment might still represent a red surface). Since I think thatphenomenal consciousness is essential to individuating phenomenal properties,phenomenal consciousness seems to play a role in type-individuating certainintentional contents—hence certain intentional states and events.
 It is a multifaceted question whether phenomenal aspects of intentional con-tent could have had, or could have been associated with, different intentionalcontent. In many cases, the answer to this question is affirmative. One can ima-gine that the causal antecedents and cognitive use of given phenomenal aspectscould have been different in such a way as to make for different intentional con-tent. For example, it seems to me that the tactile feeling of cold—an essentialelement of the content of some tactile judgments about cold surfaces—could, ina different environment (perhaps with different neural wiring associating the sen-sations with different action, and with different conceptual training), have playeda part in representing warmth in surfaces or any of various other physical prop-erties. In such a case the phenomenal aspects of the tactile feeling would be thesame, even though it is no longer a feeling of cold. This is one ground for dis-tinguishing between phenomenal and intentional aspects of experience. At leastin those perceptual judgments whose content involves phenomenal elements thatmake reference to entities in the environment of the thinker, there is always thepossibility of some degree of referential flexibility for the phenomenal elements.In other cases, such flexibility is absent. Phenomenal elements surely have somesort of primacy in sensorily based thoughts about those very elements. Whetherthere are restrictions on the degree of representational flexibility in various othercases is an interesting question, which I leave open.
 I believe that the notion of phenomenal consciousness is the core notion ofconsciousness. Any being that is not phenomenally conscious is not conscious
 a F. Brentano, Psychology from an Empirical Standpoint (original in German: Leipzig, 1874).
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 in any sense. There are no zombies that lack phenomenal consciousness but areconscious in some further way. I will return to this point.
 Block distinguishes phenomenal consciousness from access consciousness.He writes that a state is access conscious ‘if, in virtue of one’s having the state,a representation of its content is … poised to be used as a premise in reasoning,poised for rational control of action and poised for rational control of speech’.He adds that the last condition is not necessary for access consciousness, despiteits centrality for practical purposes.
 I will use the term ‘rational-access consciousness’ for the sort of con-sciousness that I think Block is on to but does not correctly characterize. Iwill begin with some points of agreement. Rational-access conscious statesand events—paradigmatically thoughts—are necessarily intentional. Most suchstates refer or purport to refer to things beyond themselves. Phenomenallyconscious states do not, as such, necessarily or essentially involve purportedintentional relations to objects of reference beyond themselves. Rational-accessconsciousness is a consciousness of things through or by means of ‘conscious’thoughts, perceptions, and concepts.
 Rational-access consciousness is not the same as phenomenal consciousness.One can have rational-access consciousness with respect to intentional states orevents that lack any phenomenological types as essential elements. Consciousmathematical beliefs or thoughts are examples. Rational-access consciousness isnot simply phenomenal consciousness within content elements of certain inten-tional states or events. Further, rational-access consciousness of an intentionalevent need not have any essentially phenomenal aspects. As will emerge, I thinkthat one can have rational-access consciousness with respect to an event but lackany phenomenal consciousness of that event.
 Moreover, I think that one can have phenomenal consciousness of a givenstate but lack rational-access consciousness of it, as Block emphasizes. If one‘sees stars’ in a drunken stupor but cannot reason with or about that state, theimages might be phenomenally conscious, but thoughts with or about such astate might be unconscious in the sense that they are not rationally accessible.
 I hold with Block that access to central rational powers and rational activityof an individual is a necessary condition for a kind of consciousness having to dowith rational access. But I believe, contrary to Block, that poised accessibility tocentral rational activity is not a sufficient condition for any sort of consciousness.No matter how accessible and no matter how poised for use in reasoning, rationalcontrol of action, or rational control of speech a thought may be, it can still failto be conscious in every way. As noted, I think that a phenomenal zombie, nomatter how freely rational, is not conscious in any sense.
 A being that lacks phenomenal consciousness altogether could not be con-scious in any way. It would not, for example, have imageless conscious thought.
 3 Ibid.
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 Phenomenal consciousness need not be part of a thought or of its articulation inorder for the thought to be rational-access conscious. But there must be somephenomenal consciousness—some sensed or imaged what-it-is-like quality—inthe individual for a thought to count as conscious in any sense. The individualmay close his or her eyes and think imageless thoughts with a surround of sub-liminal, phenomenally conscious blackness. Or the individual might have somesort of super blindsight but have some other sensations or a capacity to articulatethoughts through phenomenal verbalizations. But lacking some such frame ofphenomenal consciousness, one’s thinking could not be conscious in any way. Aphenomenal zombie has no consciousness—no matter how efficiently rationalits behavior, verbalizations, and reasoning. I do not know how to defend thisview. I do not know why it is true. But despite a literature replete with assump-tions to the contrary, I find it compelling. I think that the view is a reflection ofthe fact that phenomenal consciousness is the core notion.
 Thus, potential use is not the same as consciousness. If there is a distinctivesort of consciousness having to do with rational access, as I think there is,being poised for use in rational activity is not a sufficient condition for it, onlya necessary condition. It is an empirical question, not a matter of conceptualanalysis, whether intentional states or events that are poised for rational use arealways, or in individual cases, conscious in any way.
 Perhaps in a phenomenally conscious individual, being poised for use incentral rational activity, and being poised for being brought into rational-access occurrently conscious thought, suffice for standing states, such asbeliefs, to have, in one sense, rational-access consciousness. They are consciousproleptically, through their accessibility to being made occurrently conscious.But accessibility to use in central rational activity—even in a phenomenally con-scious individual—does not suffice for an intentional event to be rational-accessconscious.
 Some of the nonphenomenal mental events that enter into our highest practicaland theoretical reasoning, and that are as poised as possible for free interactionwith other rationally controlled mental states and events, are not occurrently con-scious in any way. I may be imaging a rainy night in Salisbury while thinkingabout philosophy. I could bring the philosophical thoughts to consciousness at anymoment, and they may be fully available to all other rational activity. But theycould be unconscious—with my being unconscious in those moments of all thephilosophical points my mind is working on—until I bring them to consciousness.
 These are empirical suppositions. What seems clear is a more modest point:the supposition that thoughts might be freely accessible, even in a being thatmeets the general condition of being phenomenally conscious, but not be in thesort of actual occurrent relation that entails conscious thought is conceptuallycoherent. Accessibility is one thing; actual occurrent consciousness (of any kind)is another.
 Thus, what makes rational-access conscious states and events conscious isnot primarily their representational aspects nor their accessibility to rational
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 activity. Similarly, I do not accept the view that rational-access consciousnessis a functional notion. I am inclined to believe that no notion of consciousnessis a fully functional notion. This is not so much a firmly held theoretical viewas a conjectural inference from the intuitive failures of the various functionalistattempts to account for anything I mean by ‘consciousness’.
 I cannot pretend to have a clear reflective understanding of my notion ofrational-access consciousness. But I will hazard some remarks that I hope willprove constructive. I will focus mainly on the rational-access consciousness ofintentional events, such as thoughts or judgments. I have already indicated that Iaccept two necessary conditions. First, to be rational-access conscious, a state orevent must be poised for use in the central rational operations of an individual(animal or person). Second, rational-access consciousness must maintain at leasta general connection to phenomenal consciousness in the individual. I do not,however, believe that to be rational-access conscious, a state or event must bephenomenally conscious. The connection between the two kinds of conscious-ness is loose, though phenomenal consciousness often seems to be a factor inthe consciousness of rational-access conscious events.
 Because it seems to me that we phenomenally conscious beings might haveunconscious thought that is fully rationally accessible (cf. the Salisbury example),I do not think that the two necessary conditions I have articulated are sufficientfor rational-access consciousness. I do not have a full account. Instead of tryingfor one, I will canvass some examples of conscious thoughts. (I do not claimthat any of these cases represents necessary conditions, though I assume theymeet sufficient conditions, given that the two necessary conditions are satisfied.)
 Thoughts type-individuated partly in terms of phenomenal elements, at leastwhen these elements are phenomenally conscious, form one subclass of rational-access conscious thoughts. When such thoughts meet the condition of beingaccessible to the central rational activity of an individual, they are rational-access conscious. A visual judgment, or occurrent visual belief, that involves asensation of a red surface will be rational-access conscious, assuming that thesensation is phenomenally conscious and that the rational-accessibility conditionis met.
 Verbally articulated thoughts also normally count as rational-access con-scious, again assuming the necessary access condition is met. The relevant notionof articulation will often involve phenomenal consciousness again. Certainlywhen the symbols are verbalized through visual, auditory, or tactile symbolimages that are phenomenally conscious, the thought expressed by the symbolsis conscious. There are, of course, different theories about the relations betweenthe symbols and the thought contents. On my view, the symbols are not usuallyidentifiable with the content, nor are they normally essential elements of thecontent. They merely express something that is more abstract. In my view, insuch cases, no essential element of the thoughts or thought contents need bephenomenally conscious for the thoughts to be rational-access conscious. Yetthe fact that the symbols that express the content are tokened by phenomenally
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 conscious states seems sufficient to make the thoughts expressed by the symbolsconscious (assuming as always that the general rational-accessibility conditionis met).
 Sometimes we seem to use shorthand in silent thought, with some phenom-enal representation of a symbol standing for a whole thought (where we couldarticulate the thought immediately if called upon). Such thoughts seem to betypically rational-access conscious.
 To be rational-access conscious through verbalization, a thought need not bephenomenally articulated or abbreviated. Often we verbalize our thoughts unre-flectively and immediately in a public manner, without any prior phenomenallyconscious inner articulation. Lacking special obstructions, articulated thoughts ofthis sort seem, given rational accessibility, to count as rational-access conscious,even if they briefly precede the articulation in time.
 I think there are rational-access conscious thoughts that are neither symbol-ically articulated nor involve phenomenally conscious states as content-essentialelements. These may be what used to be called ‘imageless thoughts.’ They bearperhaps the loosest relation to phenomenal consciousness. As I have indicated,some of our imageless unarticulated thoughts seem rationally accessible but notconscious in any sense (cf. the Salisbury example). What would make suchthoughts rational-access conscious?
 When one is aware of the occurrence of thoughts as they occur, and thethoughts have immediate accessibility to rational operations, then imagelessunarticulated thoughts seem to count as rational-access conscious. (One may lacka conscious thought of their content.) The notion of awareness of the occurrenceof thoughts obviously calls for further comment. It is not merely the occurrenceof a higher-order thought; such higher-order thoughts might still be unconscious.But the relevant awareness of the occurrence of one’s thoughts seems not alwaysto involve phenomenal consciousness. I think that there are nonphenomenal sortsof conscious awareness of one’s mental activity. For example, when one getsa solution to a problem, one may be consciously aware of the event of one’sgetting it, yet lack any phenomenal marker for the thought or (so far) anyarticulation of the solution. One ‘just knows’ one has a conclusion.
 I do not think that one must be aware of the occurrence of a thought inorder for it to be rational-access conscious. One might be phenomenally con-scious of some marker of the subject matter and then go on thinking, in anappropriately controlled, guiding way, without making further use of such indi-vidual elements of consciousness or event awareness. Or the nonphenomenalawareness may attach to the general process of thinking, involving some gen-eral guiding by the individual of the stages of the process, without awarenessof particular occurrences within the process. I do not know how to provide asatisfying generalization. Clearly these matters are in need of further explorationand articulation.
 Whether there are further major types of rational-access consciousness, wheth-er I have correctly characterized conscious imageless thought (as far as that
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 characterization goes), and what further necessary conditions apply to rational-access consciousness seem thoroughly open questions. What is clear is thatrational-access consciousness cannot count as a type of consciousness unlessthere is more to it than being poised for rational operations, even if theseoccur within a frame of phenomenal consciousness. Often this ‘something more’derives from some specific connection between the thought and some elementof phenomenal consciousness. I have suggested that this is not always so.
 Some of the interest of the notion of rational-access consciousness is thatit is connected to the notions of rationality and agency. Availability to thecentral executive powers of a higher animal or person is surely connected towhat it is to be an individual agent—and, with the right associated abilities,to what it is to be a person. It seems correct and insightful of Block to haveseparated this type of consciousness, associated with access to higher-ordercognitive abilities, from the ontogenetically more basic type of consciousnessassociated with phenomenal field and feel.
 Let me return now to phenomenal consciousness. Phenomenal consciousnessseems to play a role in typing some kinds of mental states and events, whereasrational-access consciousness does not. A given belief, and perhaps a giventoken thought event, could go into and out of rational-access consciousnessand remain the same state or event. Further, whether an intentional state orevent bears an access relation to central rational powers does not seem essentialto being what it is, at least in most cases. But phenomenal consciousness isfundamental to typing phenomenal properties, and phenomenal properties arefundamental to typing phenomenal mental states and events. The way a pain feelsis essential or basic to what pain, and what a pain, is. The same is true with othersensations and feelings. I think nothing could be a pain, a token event of pain,and lack the what-it-is-likeness or characteristic feel or phenomenal propertiesthat individuate pain. As I have noted, phenomenal properties also seem to bepart of the type-individuation of certain thoughts, for example, certain perceptualjudgments, whose content seems necessarily associated with phenomenal states.
 It would be easy to infer from this point that phenomenal states and eventsmust be phenomenally conscious at every moment of their existence, but I do notthink that this is so. It seems to me that phenomenal states can be phenomenallyunconscious. Pains that are not felt at all because of some distraction or otherobstruction are sometimes examples. They may remain pains even though theyare not felt, not conscious for the individual, at some times.
 What it is like to feel pain, pain’s phenomenal quality, is essential to thetype and token individuation of pains. A pain essentially has phenomenal qual-ities at every moment. But pains and other sensations can be phenomenallyunconscious—not actually felt by their possessor—at a given time. I distin-guish what-it-is-likeness (phenomenality) from what it is occurrently like for theindividual (phenomenal consciousness). Phenomenality is individuated, neces-sarily, in terms of how such a state actually feels to individuals. But states withphenomenal qualities need not be felt at all times by an individual who has them.
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 Of course, one must distinguish subliminal unattended-to conscious feelingfrom lack of all feeling, or unconsciousness. If a pain is not felt at all at sometime by the individual who has it, it is not conscious for the individual atthat time. And the idea of a pain that is conscious but not conscious for anyindividual seems incoherent. Some individual subject (however rudimentary theindividual’s cognitive or sensory capacities) must be associated with a consciousstate.4
 It would be a mistake to respond to these points by claiming that putativecases of unconscious phenomenal states are always cases of phenomenally con-scious events that are rational-access unconscious. An unfelt pain is not thesame as a felt pain that is not accessible to rational operations. I have endorsedthe idea that a subject might sense sensations but be unable to access them forrational operations. These would be cases of phenomenal consciousness withoutrational-access consciousness. But it also seems possible that there are sensationsthat are temporarily not felt or sensed by the individual—sensations that haveno phenomenal consciousness for the individual. This is not a lack of rationalaccess, and it is not a lack of higher-order thought or belief. It is a lack of sens-ing or feeling or imaging by the individual. Such sensations might or might notbe accessible (by means other than being phenomenally conscious with respectto them) to central rational operations. There seems no conceptual reason that aphenomenal event could not be unfelt (hence phenomenally unconscious), evenwhile it remained fully accessible to rational operations, by some other means.
 Unfelt sensations remain sensations (phenomenal states) because there is away that it is like to feel them, and they are individuated in terms of theirqualitative features; and because they meet empirical criteria of sensibility andsensation continuity. In most cases, the onset of a pain feels different from thebringing to consciousness of a pain that has been unconscious. And there arerough criteria for when a pain remains the same even when it comes into orgoes out of consciousness. Some of these criteria are commonsensical; somemay result from further empirical discovery.
 For those who do not believe that phenomenal states necessarily have repres-entational properties, there is a further reason for not assimilating unconsciousphenomenal states to conscious phenomenal states that are rational-access uncon-scious. Sensations that are not representational are trivially noncandidates for
 4 I am tempted by the idea that phenomenal consciousness is at bottom a transitive relationbetween a subject and a state or event. Although the phenomenal quality of phenomenally consciousstates does not as such represent anything, there may be some relation of sensing or feeling (notof higher-order thought or belief) between the individual and the phenomenal state or event thatis intrinsic to phenomenal consciousness. Similarly, phenomenal states, when conscious, may insome sense indicate themselves reflexively. They are sensed by way of themselves. I am awarethat this ‘act-object picture’ is objectionable to some philosophers. I am not committed to it exceptas a prima facie feature of surface grammar. But I think that surface grammar is often hard torearrange convincingly for metaphysical purposes. As far as epistemology is concerned, I certainlydo not maintain that sensations are the fundamental objects of perception, when, for example, weare perceiving physical objects by way of sensations.
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 being rational-access conscious. I think that those sensations too could be either(phenomenally) conscious or unconscious for certain periods of time. In thosecases one cannot match the difference with a difference between the sensa-tions’ being phenomenally conscious and rational-access unconscious. Nor doesit seem that putative cases of unconscious phenomenal states are always casesof unattended-to phenomenally conscious states. One could attend to phenom-enally unconscious states (by other means than feeling them) and fail to attendto states that are still phenomenally though subliminally conscious.
 Phenomenal states, with phenomenal qualities, may be unconscious throughmore than mere lack of attention (though distraction can be one source of theirlack of consciousness). It seems to me empirically possible and certainly concep-tually possible that the cases involving hypnosis for suppressing pain and thoseinvolving epileptics who have ‘blanked out’ but succeed in driving a car may turnout to be cases in which limited use is made of information that is phenomenallyregistered but unavailable to both phenomenal and rational-access consciousness.It may be that there is no feeling of a pain (a pain that is nevertheless present)for the hypnotic. There may be no way that it is actually and occurrently likefor the epileptic to drive the car. Perhaps what enables the epileptic to operate isthe phenomenally registered information (which has phenomenal what-it-is-likequalities that are simply not actually felt by the individual), operating throughlimited unconscious mental and sensory-motor procedures. But the phenomen-al states and the information might be in no sense conscious. In these cases,it would not be mere distraction of attention, or lack of rational access, thataccounts for the individual’s failure to feel or be conscious with respect to thephenomenal states. Again, what is important for my purposes is not whetherthese empirical conjectures are correct but that the distinctions mark conceptualpossibilities.
 Unfelt pains or other sensations must be susceptible to phenomenal con-sciousness, if attentional or other obstructions to consciousness were removed.And what it is like for one to feel them, to be conscious with respect to them, ispart of what individuates them as pains or other sensations. But to be a sensationor other state with phenomenal qualities does not entail that it is phenomenallyconscious at every moment.
 The mere fact that a token of a kind of state or event can go unconsciousand remain the same token does not show that consciousness does not help totype-individuate that kind of thing. It is an interesting and difficult question toexplain these issues of individuation in more depth and detail.
 Distinguishing phenomenal consciousness and rational-access consciousnessis important to understanding how different types or aspects of conscious-ness feature in the fundamental notions of mentality, agency, and personhood.Such understanding will be deepened when it is liberated from ideological andprogrammatic preoccupations with materialism and functionalism that have dom-inated the revival of philosophical interest in consciousness.
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 In recent years, something like Ned Block’s distinction between phenomenalconsciousness and access consciousness has continued to show itself to be valu-able and durable. Phenomenal consciousness is the sort of consciousness thatconsists in there being some way that it is like for an individual to be in a mentalstate. Access consciousness is the sort of consciousness that consists in a mentalstate’s being accessible to—indeed, I think accessed by—an individual throughhis or her rational, cognitive powers. There appears to be mounting evidencethat a person can have phenomenal consciousness even though the person hasno rational, cognitive access to it. That is, a person can have a rich phenomenalconsciousness—for example, a full, consciously apprehended visual field withall its subject matter—yet at the same time the person cannot form a belief thatmakes use of the consciousness, much less represent the phenomenal aspects ofthe consciousness as such; and the person cannot form a propositional memoryfrom it or of it.1
 This result is in one way unsurprising. Phenomenal consciousness is a matterof phenomenal feeling or sensing. Access consciousness involves the occur-rence of rational, cognitive attitudes–belief, propositional memory, reasoning.Feeling and sensing, on one hand, and rational cognition, on the other, aredistinct psychological capacities. There are almost certainly animals that arephenomenally conscious but lack any rational, cognitive powers—propositionalattitudes. Where there are distinct capacities that are phylogenetically separable,there is very likely the possibility of dissociation within an individual that hasboth. Block not only outlined such a distinction. He marshaled evidence thatdissociation occurs. He has thereby enriched our sense of the borders betweensensibility and rational cognition.
 I have benefited from several conversations with Ned Block.1 Block first draws the distinction in ‘On a Confusion about a Function of Consciousness’, The
 Behavioral and Brain Sciences, 18 (1995), 227–247. The ‘what it is like’ formulation derives, ofcourse, from Thomas Nagel, ‘What is it Like to Be a Bat?’, The Philosophical Review, 83 (1974),435–450. For a more recent discussion of empirical evidence for the two types of consciousness,see Ned Block, ‘Two Neural Correlates of Consciousness’, Trends in Cognitive Sciences, 9 (2005),46–52. Block discusses further evidence in ‘The Methodological Puzzle of the Neural Basis ofPhenomenal Consciousness’ (forthcoming). The present paper develops some reflections in my‘Two Kinds of Consciousness’, in The Nature of Consciousness, N. Block, O. Flanagan, and G.Guzeldere (eds.) (Cambridge, Mass.: MIT Press, 1997) (Ch. 17 above).
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 While this separation of types of consciousness seems to me to be of greatimportance, there remain questions about how to characterize both types ofconsciousness. I stand by the view that phenomenal consciousness is the basicsort, and that one cannot have any other sort without having that one. A zombiethat lacks phenomenal consciousness lacks consciousness in any sense. Theexact nature of the dependence between access consciousness and phenomenalconsciousness remains, I think, elusive and puzzling.
 I
 I raised a problem for understanding the notion of access consciousness in‘Two Kinds of Consciousness’(Ch. 17 above). The problem is that access con-sciousness, or what I called ‘rational-access consciousness’, like any sort ofconsciousness, is an occurrent condition. Block’s original characterization ofaccess consciousness was dispositional. A state was supposed to be access con-scious if it is ‘poised’ for use in rational activity. But no matter how poised foruse, realization, or occurrence a state may be, it can still be unconscious in anatural and straightforward sense. What turns disposition into occurrence?
 There are, of course, beliefs that are not occurrently activated but that areeasily accessible to consciousness. We may count such beliefs ‘conscious beliefs’proleptically. There is definitely a sense in which they are not conscious, andperhaps a derivative sense in which they are conscious. They are accessible toconsciousness, but they are not part of consciousness. Since the consciousnessattributed to such beliefs is understood in terms of accessibility to occurrentconsciousness, we need to understand what this occurrent rational or cognitiveconsciousness is. We have an intuitive understanding. I would like a betterreflective understanding.
 For Block’s immediate purposes of showing that phenomenal consciousnesscan occur without access consciousness, intuitive understanding is enough. Wehave sufficient intuitive grip on a notion of conscious belief to enable us tojudge most cases of absence and presence. Beliefs lodged in the Freudian uncon-scious, no matter how occurrently active, are not access conscious. Beliefs thatare intentionally asserted by a wide-awake person are. Block wants to show thatphenomenal consciousness—a robust sensory array with qualitative, phenom-enal, ‘what it is like’ character—can occur without conscious belief, or evenany accessibility to conscious belief. This point can be made without providinga general characterization of rational access consciousness.
 In ‘Two Kinds of Consciousness’ I tried to better understand rational-accessconsciousness by considering cases in which this sort of consciousness bearsvarious relations to phenomenal consciousness. For example, a thought that usesphenomenally conscious imagery in its representational content is a rational-access conscious thought. The thought is accessed by the individual throughthe phenomenal elements in it. The phenomenally conscious imagery itself is
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 rational-access conscious as well. It is occurrently phenomenally conscious andoccurrently accessed by the individual’s rational capacity.
 Such a case provides a rather direct relation between rational-access con-sciousness and phenomenal consciousness. Among other sorts of relations thatI cited, I would like to concentrate on one, as a second example. An individualwho is phenomenally conscious and who thinks an imageless thought that isunder direct rational control is thinking consciously. The individual is phenom-enally conscious, but no particular elements in the phenomenal consciousness aremade use of in the thought. Yet the individual initiates, guides, directs, directlycontrols the thought. Such thinking is a type of rational-access consciousness.
 The relation between the rational, propositional aspect and the consciousaccess aspect of the thought is very different in the two cases. In the formercase the conscious access aspect is provided by the phenomenal consciousnessin, or used by, the thought itself. In the latter case, the thought content doesnot contain or make use of any particular phenomenally conscious element.How does its being in the same mind with phenomenal consciousness and beingdirected under the individual’s direct control make it conscious?
 What is the relation between occurrent, directed, direct control and rational-access consciousness? One can control some of one’s states without their beingconscious. One can learn actively to control goose bumps on one’s skin, orone’s heart rate, or perhaps one’s unconscious anger or unconscious thoughts.In such cases, the control seems indirect. Occurrently exercised, direct controlof thoughts, at least by an individual who is phenomenally conscious whiledoing so, seems to imply that the thoughts are conscious (though I think notnecessarily that the individual is conscious of the control of them). I would likebetter reflective understanding of what the connection is here.
 Occurrently exercised, direct control is certainly not a necessary condition onrational-access consciousness. Some rational-access conscious thoughts simplycome upon one. These seem to be thoughts more closely connected to some sortof phenomenal consciousness. They operate on or make use of particular, qual-itative, conscious elements. They make use of conscious perception, imagery,verbalization, or the like.
 In some cases, however, occurrently exercised direct control seems sufficientfor rational-access consciousness, given that the individual is phenomenally con-scious. The thought itself can be rational-access conscious even though it doesnot operate on or make use of particular phenomenally conscious elements, if itis under the direct control of the individual. This is the example of the attentivelyguided imageless thinking, or only intermittently imaged or verbalized thinking,that is under direct control. I want to connect this point with some issues aboutwhat it is to be a conscious individual, and about psychological agency.
 Both phenomenal consciousness and rational-access consciousness are neces-sarily occurrent states of the whole individual. In fact, both phenomenal con-sciousness and rational-access consciousness seem to be closely associated withconceptions of what is the individual’s own in a proprietary sense of ‘own’.
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 Modular mental processes and other unconscious mental processes are, indifferent senses, sub-individual. They occur within the individual’s psycho-logy, but they are primarily attributable to psychological subsystems. They areattributable to the individual psychological subject only derivatively. For anindividual with rational powers, both phenomenal consciousness and rational-access consciousness seem in some way to be the constitutive core or base of theindividual’s psychology or mind. They are fundamental to what counts as non-derivatively the individual’s own. They play a constitutive role in determiningwhat it is to be an individual subject, even though the vast bulk of psychologicalprocessing in an individual mind is unconscious in both ways.
 I call conscious individuals individual subjects. Being an individual subjectrequires phenomenal consciousness. Phenomenal consciousness is the base ofconscious mental life. Being an individual subject that exercises autonomousrational cognitive powers requires rational-access consciousness as well. Thatpart of such an individual’s rational, cognitive psychology that is occurrentlyrational-access conscious or that can be brought to occurrent rational-accessconsciousness is attributable to the individual as distinguished from just theindividual’s subsystems. Both types of consciousness are constitutive of what isan individual’s own.
 The idea that those mental states or events that are occurrently conscious,or can be brought to occurrent consciousness, are the individual’s own goesback at least to Kant.2 The dispositional power to bring a state to occurrentconsciousness is obviously constitutively explained in terms of occurrent con-sciousness itself.3 Kant was interested in the proprietary ownership that residesin a capacity for rational self-consciousness —the capacity to attach I thinkto one’s representations. I think that Kant’s higher-level notion of being aself-conscious psychological subject with powers of thought and intentionalaction is constitutively posterior to a more primitive notion. The more primitivenotion centers on individuals that are capable of propositional attitudes—thoughtand intentional action—but are not necessarily capable of self-consciousness.I think that rational agency—occurrently exercised direct control of thoughtand action—is developmentally and phylogenetically, as well as conceptually,prior to self-conscious rational agency. In both cases, what it is to be an indi-vidual rational subject is constitutively determined by capacities constitutivelyexplained in terms of rational-access consciousness.4
 2 Immanuel Kant, Critique of Pure Reason, trans. P. Guyer and A. W. Wood (Cambridge: Cam-bridge University Press, 1998), B131–135.
 3 Constitutive explanation is not always one-way. Here I think, as Kant also thought, that thedispositional power to bring a state to consciousness is part of the explanation of what it is to bea self; but a self is constitutively involved in what it is to be such a dispositional power (it isconstitutively a power of a self). As I shall indicate, a similar reciprocity connects the notion of selfwith the notion of rational access consciousness.
 4 There may be a yet more primitive notion of ownership along this general line. Phenomenallyconscious sensory states are certainly an animal’s own, phylogenetically prior to propositional atti-tudes. Perhaps the relevant animals are able to bring to phenomenal consciousness states of sensory
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 Four paragraphs back, I conjectured that occurrently exercised direct controlof occurrent rational processes plays some constitutive role in rational-accessconsciousness. What is the connection between individual subjecthood and own-ership, just discussed, and occurrently exercised direct control?
 Rational agency—occurrently exercised direct control of rational processes—is necessarily a power of the whole individual. With respect to active aspects ofrational, propositional occurrences, I think that the notion of occurrently exer-cised direct control by the individual entails occurrent conscious access to whatis under direct control. When propositional representational contents are directlyused by the individual (not just useable or passively received), they are con-scious. Being used, or being under occurrently exercised direct control, by theindividual entails being rational-access conscious.5 I think that this point mayillumine individual mental agency and rational-access consciousness, as well aswhat it is to be a rational individual subject.
 I conjecture that where rational-access conscious thoughts are not under exer-cised direct control, they are fully the individual’s only inasmuch as they operateon or make use of particular elements of phenomenal consciousness. They countas rational-access conscious only insofar as these rational cognitive powers oper-ate on or make use of the passive, sensory aspects of the individual’s proprietarypsychological core—phenomenal consciousness.
 In such cases, I think that the thoughts are both phenomenally conscious andrational-access conscious. They are phenomenally conscious because they oper-ate on or make use of qualitative elements that are phenomenally conscious.They are rational-access conscious because the phenomenally conscious ele-ments that they make use of yield access to the thoughts that use them. Explicitverbalizations of thoughts or incorporations of phenomenal elements into therepresentational contents of thoughts make the thoughts accessible by clothingthem in sensory garb. The access is occurrent proprietary ownership of the pro-positional thought through the thought’s being informed by elements from theindividual’s sensory core. So the thought and the phenomenal sensory elementsare both rational-access conscious.
 Where thoughts are under exercised direct control, they are rational-accessconscious by virtue of being the individual’s rational acts. The access is occur-rent proprietary ownership of the thought through its being the direct expressionof the individual’s core rational agency. Access can be overdetermined. If thethought is under the exercised direct control of the individual and makes useof phenomenal elements, it is accessible in both ways. It is also both rational-access conscious and phenomenally conscious. If the thought is imageless, is not
 memory or sensory imagination. Any non-occurrent states over which an animal had such powerwould also count as the animal’s own. On the other hand, if the relevant animals lack such power,then ownership would be restricted to occurrent phenomenally conscious states.
 5 I am always assuming a background of phenomenal consciousness, although the thought neednot make use of particular aspects of the phenomenal consciousness.
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 spelled out through some sort of verbalization, and is not associated with anyother phenomenal element particular to the thought, then it is not phenomenallyconscious. But it can remain rational-access conscious if it is a direct exerciseof the individual’s agency.
 It was part of Block’s original characterization of access consciousness thatit be ‘poised for direct control of thought and action’. I criticized this viewfor treating consciousness as dispositional (‘poised’), whereas consciousness isoccurrent. I think that what it is for a propositional attitude to be the individual’sown is a partly dispositional notion. Psychological ownership of propositionalattitudes is to be explicated in terms of occurrent consciousness or a capacity tobring such attitudes to consciousness. Reciprocally, this dispositional power isexplicated in terms of rational-access consciousness. And rational-access con-sciousness is constitutively intertwined with occurrently exercised direct control.
 Intertwined with, not reducible to. As I noted, some occurrent thoughts thatare rational-access conscious are not the products of occurrently exercised directcontrol. They simply occur to one. These thoughts are rational-access conscious,I have conjectured, because elements in them make use of particular elementsof phenomenal consciousness. Even these thoughts tend to come under control,once they occur. They can be used in further thought and action that is directlycontrolled. That is, they can be co-opted for direct control, at least in normalnon-pathological circumstances. One can begin to reason in an active way from adaydream. Of course, control of propositional attitudes should not be understoodin terms of some meta-monitoring process operating upon them. The idea issimply that the attitudes are directly attributable to the individual as exercisesof psychological agency.
 The circle of constitutive dependence here is narrow. Rational-access con-sciousness and individual, occurrently exercised, direct control of propositionalthoughts are different notions. There are mutual entailment relations betweenthem, however. Direct control of propositional attitudes by the individual entailsthat the attitudes (and any phenomenal states that they operate on or make useof) are rational-access conscious for the individual. Being a rational-access con-scious thought entails either being directly and occurrently controlled or beingassociated with making use of particular phenomenally conscious elements. Inboth cases, the rational-access conscious state is accessed by the individualthrough engagement of his or her rational powers. And of course, phenomenallyconscious sensory states that are made use of by thoughts are also rational-accessconscious.
 The primitive core of being an individual subject is having a base of phe-nomenal consciousness. Where the individual subject has powers for thoughtand intentional action, the individual subject has rational-access consciousnessas well. Much thought and action is generated by psychological processes thatare unconscious. Our basic notion of an individual subject with powers forthought and action, however, takes these unconscious processes as function-ing to serve the whole individual. In all individual subjects, whether capable
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 of thought and intentional action or not, the basic kind of consciousness, phe-nomenal consciousness, plays some constitutive role in an individual’s havinga mind or a psychology. For individual subjects with powers of thought andintentional action, occurrent access to the individual of propositional events(and phenomenally conscious states that the propositional events make use of)is constitutive of being a rational individual subject. Being such a subject entailscomplex but constitutive relations not only to consciousness but also to rationalagency.6
 II
 I turn now from rational-access consciousness to the basic sort of conscious-ness—phenomenal consciousness. Examples of phenomenally conscious statesare felt pains, felt tickles, felt hunger pangs; qualitative elements in consciousvision, hearing, smell, or taste; feelings of tiredness or strain from effort; thefeels associated with touch; phenomenal blur, phenomenal static; and so on.Most of these examples derive from aspects of sensory capacities. Some mightbe parts of feedback loops in primitive action systems.
 Understanding phenomenal consciousness depends on distinguishing it fromother things. One is better placed to understand what it is if one is clear aboutwhat it is not.
 6 Thus, for example, having propositional attitudes requires being able to use their propositionalstructure in inference, which is a psychological act. So, even though not all rational-access thoughts areactive, some must be. I think that there can be active elements in elementary phenomenal conscious-ness as well. A frog probably lacks propositional attitudes, but it may be phenomenally conscious.I suppose that it may be capable of feeling pain. Perhaps it has a rudimentary phenomenally con-scious visual field. There is empirical reason to think that selective attention, or orientation to certainprimed areas, occurs with respect to one or another aspect of a sensory array even in frogs. Cf. D. J.Ingle, ‘Selective Visual Attention in Frogs’, Science, 188 (1975), 1033–1035. Thus selective atten-tion is not necessarily associated with systems of propositional attitudes. As the notion of attention ishere employed in psychology, attention is not necessarily associated with any kind of consciousnesseither. There is some evidence that sub-propositional, selective orientation within a stimulus arrayoccurs with human blind-sight patients. Cf. A. David Milner and Melvyn A. Goodale, The VisualBrain in Action (Oxford: Oxford University Press, 1995), 180–183. I conjecture that where selectiveattention, or selective orientation, occurs in sub-propositional, non-rational aspects of a psychology,it is a psychological act by an individual only if it operates within phenomenal consciousness.
 The examples from frogs and blindsight concern consciousness and agency in sub-propositionalperceptual systems. But conscious agency may be even more primitive. Some animals that lacksense-perceptual systems, let alone propositional attitudes, might well be phenomenally conscious.A mark of a sense-perceptual system is a capacity for representational objectification and perceptualconstancies. Aspects of our own sensory capacities, which can be phenomenally conscious, are notsense-perceptual. Cf. my ‘Perception’, International Journal of Psychoanalysis, 84 (2003), 157–167;‘Perceptual Entitlement’, Philosophy and Phenomenological Research, 67 (2003), 503–548. Suchpre-perceptual animals would be capable of feeling pain, simple tingles, and so on. Whether theymight also be capable of directing attention to one or another aspect of phenomenal consciousnessis, as far as I know, an open question. Answering such questions lies at the heart of understandingthe most primitive cases of psychological agency.
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 Phenomenal consciousness is not attention. The states that I have listed canbe phenomenally conscious whether or not they are attended to, and whether ornot things sensed through them are attended to. When they are not the objectsof attention, and when attention does not operate through them, however, theconsciousness is commonly less intense or robust.
 Phenomenal consciousness is not thought or conception.7 Phenomenally con-scious qualities are aspects of our sensory systems, or other relatively primitivesystems, which are distinct from systems of propositional attitudes. Certain anim-als—perhaps lower mammals, almost surely many birds and many fish—cannotthink, but are phenomenally conscious. (Cf. note 27.) There are also the exper-iments cited by Block (note 1) that indicate that in humans phenomenallyconscious states can be inaccessible to capacities for thought. The idea thatconsciousness is thought, whether first-order or second-order, is in my viewempirically unacceptable. When thought is phenomenally conscious, its beingphenomenally conscious derives from its making use of phenomenal qualitiesthat derive from more primitive psychological systems.
 Phenomenal consciousness is not perception or perceptual representation.Perception, as I understand it, is a sensory capacity for objectification. It iscommonly marked by perceptual constancies—capacities that enable an indi-vidual to treat objective, environmental properties systematically as the sameunder a wide variety of proximal stimulations and perspectives.
 Underlying the perceptual constancies are sensory subsystems that system-atically filter proximal stimulation that is not relevant to distal stimulation.Phenomenal or qualitative aspects of perceptual systems are used as vehiclesof perceptual representation. Many perceptions are thereby phenomenally con-scious. But the qualitative aspects of sensation are not correctly explained interms of any such notion of objectification.8
 Is phenomenal consciousness representation? The term ‘representation’ istroublesome in discussions of consciousness. Many standard issues in the areaturn on what is meant by the term. Most discussions, even many that claim thatconsciousness is to be understood in terms of representation, never bother toexplicate the term. The term has many uses in philosophy. I will not be able toprovide an extensive explication or defense of my use, but I will say a few things.
 Some authors take a type of state or condition A to ‘represent’ a state orcondition B if the former is a regular or nomological or causal consequence of
 7 I take thought to be propositional. I take concepts to be certain components in propositional,representational thought contents. Concepts mark aspects of propositional abilities.
 8 Since phenomenal aspects of perceptual systems are used as vehicles in many perceptual sys-tems, they become part of perceptual modes of presentation, part of perceptual representationalcontent. I think that these representational roles are never reductively constitutive. Most philosoph-ical views that try to reduce phenomenality to representation help themselves to very broad—Iwould say debased—notions of representation, or representational content, that have no independ-ent explanatory value. For reasons given below, I think that even debased notions of representationfail to capture some types of phenomenal consciousness.
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 the latter. On this type of view, smoke could be taken to represent fire. I donot use the term that way. Some philosophers add to the preceding type ofcondition a further one: that the regular or nomological or causal relation hasa biological function for an organism. On this type of view a plant’s grow-ing in a certain direction or an amoeba’s state of being caused to move in acertain direction could represent light or some chemical compound. I do notuse the term ‘representation’ in this way either. I call this latter sort of usage‘information registration’.9 I distinguish between representation and informationregistration.
 One reason why I draw this distinction is that information registration caneasily be dispensed with in favor of causal (or correlational, or nomological)notions and notions of biological function. I take ‘representation’ to be a termwith some prima facie independent explanatory bite. Genuine perceptual repres-entation cannot be dispensed with in some psychological explanation. At least,no one knows how to dispense with it. We do not need a further notion, beyondcausal (correlational, nomological) and functional notions, to explain a plant’sor an amoeba’s sensitivities. I reserve ‘perception’ and ‘representation’ for caseswhere psychological explanation needs them.
 Since ‘representation’ is, prima facie, a primitive theoretical term, I do nothave a definition for it. One sign of the presence of genuine representation,however, is an explanatory paradigm in psychology in which the explana-tion is geared to explaining individuals’ going into veridical or non-veridicalstates—getting things right or wrong. Such explanation is not a rewarding enter-prise in the case of plants and amoebae. It is not a rewarding enterprise even inscientific work on many sensory systems in many more complex animal organ-isms. Insofar as one can count these various organisms as getting something rightor wrong, the explanation reduces to the organism’s being in a sensory state thatserves, or fails to serve, its survival or reproduction. These explanations do notneed to appeal to conditions of veridicality. Nor is it particularly intuitive to doso. In the case of visual perception, by contrast, a complex, challenging typeof explanation has centered on this very problem.10 Representational states arefundamentally states of the sort that can be veridical or non-veridical. A genu-inely distinctive notion of representation can, I think, be developed by takingsuch explanations as cue. The most primitive type of representation in this senseis, I conjecture, perceptual representation, in the sense of ‘perception’ explainedearlier. Further types of representation include belief, thought, intention, asser-tion, certain types of memory, and so on. The theoretical term ‘representation’must find its place through use, combining example and theory.
 9 There is, of course, a thinner, purely statistical notion of information carrying that does notimply anything about function. I think the richer notion that I am employing is more useful inunderstanding the physiology of sensory systems.
 10 I explain the form of this sort of explanation in some detail in ‘Disjunctivism and PerceptualPsychology’, forthcoming in Philosophical Topics.
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 Given this understanding of ‘representation’, I believe that phenomenalconsciousness is not in itself, and in general, representation. It is certainly notin itself, and in general, perceptual representation, which I believe to be themost primitive sort of representation. Pain is a paradigm of phenomenal con-sciousness. Pain is not perceived, and it is not perception of bodily damage.It lacks the marks of true sensory perceptual representation, or, I think, anyother genuine representation. There are no objectifying elements in the sensingof pain. There is no distinction in the sensation of pain between mere proximalstimulation and stimulation that comes from a distal source. Similarly, there isno capacity, in the mechanisms for pain’s registering information about bodilydamage, to distinguish between proximal and distal information. There are noperceptual constancies in this information-registration system. There is no evid-ent rewarding type of explanation that centers on either getting the pain right orgetting the bodily damage right. Most pain registers information about, and sois functionally related to, damage in certain locations in the body. Pain registersinformation about bodily damage and bodily location without perceptually rep-resenting either. (Cf. note 15 below.)
 Pain’s registering information without perceptually representing anything canbe usefully compared to other non-perceptual sensory systems, like that of a bac-terium’s sensing the location of oxygen or light, or a worm’s geotactic sensingof up or down. Pain is phenomenally conscious. Presumably the bacterium’ssensory events and probably the worm’s geotactic sense (like many of our ownsensory capacities for balance) are not phenomenally conscious. The differencebetween all of these non-perceptual information-registering systems and genu-ine perceptual systems is huge, and of great importance for understanding mind.The notion of registering information requires no systematic powers of objecti-fication. There are no internal mechanisms to distill the distal from the proximal.There is no evident need for perceptual representational kinds in explaining thesensory function of the painfulness of pain.11
 Phenomenal consciousness is not in itself, in general, registering of informa-tion. Phenomenally conscious states usually do register information about otherthings. That is, usually there is a systematic law-like relation between phenomen-ally conscious states and further properties that functions to relate the individualto those properties in order to further survival for reproduction. I think, however,that it is not part of the nature of some phenomenal qualities to represent or
 11 I shall elaborate the distinction between sensory registration of information and perceptual rep-resentation in further work. Cf. my ‘Perception’. The objectification that is the mark of perceptualrepresentation is pre-intellectual. It can reside in capacities of an automatically operating perceptualsystem that systematically filters out noise and irrelevant aspects of the proximal stimulus arrayto form representations of relevant distal conditions. Such capacities are absent in mere sensorysystems that respond simply to proximal stimulation. The proximal stimulation may be reliablyconnected to some distal situation that is relevant to biological function. But nothing in the sensorysystem is geared to making the distinction systematically. In such cases, the sensory system mayregister information about or register the distal situation; but it does not perceptually represent it.
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 register any particular information, in this sense, about anything further.12 Somequalitative aspects of phenomenally conscious states depend purely on underly-ing transactions in the brain, not on causal or functional relations to anythingfurther about which they register information. These qualitative aspects do notconstitutively function to register any specific information—although many doin fact register information. I believe that this point applies to the most primitivesorts of phenomenal qualities.
 Take the hurtful or painful quality of pain, for example. This quality in factregisters information about bodily damage. A pain can be produced by stimulat-ing the central nervous system, even as normal neural pathways to the areas ofbodily damage that the pain normally registers information about are blocked orsevered. Further, it has been conjectured by neuro-scientists as empirically plaus-ible, given what we know about the neural structure of the brain, that the paincenters of the brain would continue to cause the hurtful quality of pain even ifthey had been wired to connect to peripheral sensors for touch.13 Then the light-est touch of the skin would have produced painful feelings. If the wiring had beennaturally in place from the beginning of a creature’s or species’ life, then painwould never have had the biological function of conveying information aboutbodily damage; but it would have retained its hurtful or painful feeling. It followsfrom this conjecture that the hurtful quality of pain is not constitutively associ-ated with registering information about bodily damage. It could have registeredentirely different information, about touch.14 I think that this conjecture is bothextremely plausible and empirically testable. If it is correct, as it seems to be,then we have empirical ground for rejecting the identification—or even the con-stitutive connection—of the relevant phenomenal quality (hurtfulness) with anyparticular information-registering properties. I believe that similar points applyfor other primitive qualities—the feel of cold, heat, hunger, stress. All of thesemight have signaled different bodily conditions than they in fact do.15
 12 Cf. Ned Block, ‘Mental Paint’, in M. Hahn and B. Ramberg (eds)., Reflections and Replies:Essays on the Philosophy of Tyler Burge (Cambridge, Mass.: MIT Press, 2003); and my ‘Qualia andIntentional Content: Reply to Block’, ibid.
 13 V. S. Ramachandran, ‘Behavioral and Magnetoencephalographic Correlates of Plasticity inthe Adult Human Brain’, Proceedings of the National Academy of Sciences USA, 90 (1993),10,413–10,420, esp. p. 10418.
 14 It is no argument to claim that such a species could not have evolved. In the first place, thisis not obviously true. In some environments the slightest touch might be sufficiently dangerousto register strong alarm signals. In the second place, the issue is not over what is evolutionarilyplausible, but over what is constitutive of painfulness. With respect to this issue, mere physic-al or metaphysical possibility suffices to separate properties. The physical connections could beestablished non-evolutionarily.
 15 I believe that these points apply better to the hurtful quality of the pain than to its locationalfeel. I take it that the pain’s being-in-the-foot feeling may well have a constitutive informationalelement. This topographic aspect of phenomenal feel seems to me plausibly associated with thewell-known way in which phenomenal topography, like neural topography in the central nervoussystem, functionally mimics the topography of peripheral areas of the body which normally causetheir activation. Of course, it does not follow from this point that even the being-in-the-foot aspect of
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 The hurtful quality of pain does not represent anything perceptually. It isnot perception of, or as of, anything. It does register information. But it doesnot constitutively register the information that it in fact registers. I think thatthe hurtful quality of pain does not constitutively register any information atall. Thus I think pain could have been the result of only relatively randomstimulations, or of psychological noise. I will not argue this particular point.There are other phenomenal qualities—phenomenal aspects of phenomenallyconscious states—that not only represent nothing. They have no function, anddo not register sensory information at all.
 Psychological theories must always allow for psychological noise. Psycholo-gical noise does not have a function and thus does not register information. Itis not systematically correlated with anything that the animal or its sensory sys-tem makes use of. In some cases, the animal could not even learn to make useof it. It is an interference with or degradation of function. Some psychologicalnoise is phenomenal. Visual blur is an instance of phenomenal psychologicalnoise. Visual blur has no function and does not naturally register informationfor the individual. Phenomenal psychological noise cannot be assimilated to the(functional) registration of information.
 What can we say in a more positive vein about phenomenal consciousness?A phenomenally conscious state is always a state of an individual psychologicalsubject. The state is conscious for the individual. This ‘for’ needs scrutiny. Theconscious phenomenal aspects of a conscious state are present for, presented to,the individual. In this respect, phenomenal consciousness involves access.16
 a pain’s feeling is purely informational. This aspect of the phenomenal quality may be constitutivelyinformational without its being identical with, or fully explained by, its informational aspect. At aminimum, the way in which the pain feels to be in the foot involves the hurtful way of feeling thepain. This aspect of the feeling does not seem to convey constitutively any particular information atall, as I have suggested in the text. For stimulating facts relevant to these points, see Ramachandran,“Behavioral and Magnetoencephalographic Correlates”.
 Although the locational aspects of pain may be constitutively information registering, I think thatthey are not perceptual. We can certainly regard a feeling of pain in the foot as mistaken if there isno foot or if the pain is ‘referred pain’. But the error does not rest on the failure of an objectifyingcapacity. There is no such capacity. The error seems more one of a failure of function. In such cases,the pain does not fulfill its function of guiding the individual to a location. There is no explanatoryneed to type-identify the pain in terms of an objectifying sensory capacity for distilling the distalfrom the proximal and with representational content that sets veridicality conditions. The contrastwith genuine perceptual psychology—centered in representational theories of vision, hearing, andactive touch—is stark. The notion of representation is tied to veridicality conditions. Perhaps itcould be separated from the objectification of perception.
 Whether there is an empirically autonomous type of representation—with a genuinely explanatoryappeal to veridicality conditions—that is weaker than perceptual representation, but stronger thaninformation registration—and that fits the locational feel of pain—seems to me worthy of furtherreflection. I am provisionally doubtful. I see no evident need for a systematic explanation that takesrepresentational success and failure as one of the central explananda, and representational statesas an explanatory kind, in accounting for the mechanism of pain formation for signaling bodilylocation.
 16 Partly for this reason, I prefer ‘rational-access consciousness’ to Block’s ‘access conscious-ness’. Since phenomenal consciousness also involves access for the individual, one needs to specify
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 We need to remember, firmly, what this access is not. It is not attention,conception, thought, perception, or information registration. An individual neednot be conscious of the qualitative or sensory elements in a conscious state assensory elements. They need not be conceptualized. They need not be categor-ized perceptually. The access is phenomenal, sensory—in the way that conscioussensations are, trivially, sensed.
 There is a relation in this sensory access. We have intransitive uses of ‘isconscious’, analogous to ‘is awake’. But if an individual is conscious in thisintransitive sense, then necessarily there are instantiated qualitative aspects ofthe consciousness which are conscious for the individual.17 Some phenomenalaspects are presented to, present to, present for, or conscious for, the individu-al in consciousness. I think that understanding this relation is fundamental tounderstanding phenomenal consciousness and what it is to be an individualsubject.
 A certain philosophical tradition inveighs against construing phenomenal con-sciousness as involving an ‘act–object’ relation.18 There is something to thistradition. Sensing and phenomenal consciousness are not themselves acts. Theaspects of phenomenal states that are phenomenally conscious for an individualare not objects, in most commonsense uses of the term. They are not objectsof perception. They are not objects of reference, at least not by virtue of beingphenomenally conscious. And they are not individuals. They are aspects, aspectinstances, of psychological states. Psychological states are states of individuals.On the other hand, they are real; they have causal powers; and they can enterinto relations. Pains, the phenomenal quality of blur, hunger pangs, and so onare events or properties that are conscious for individuals. They are presentedto, present for, individuals. Their being conscious for an individual is a relation.
 what sort of access is at issue. For rational-access consciousness, the relevant kind of access involvesthe employment of propositional attitudes, which I take to imply a capacity for rational inference.
 17 I would also say that the individual is ‘conscious of ’ these aspects. But this phrase, togetherwith ‘aware of ’, easily misleads. The ‘of ’ suggests attention, representation, reference. For example,consider phenomenally conscious vision. It may help to think of such vision in a rat rather than ahuman, since the human case brings in more intuitive distractions. If we say that the rat is consciousof the cheese, we are less inclined to say that the rat is conscious of the visual sensations in itsvisual field. Saying that will suggest, at least to many, that the rat attends to its visual sensations,or perceives them, or perceives them as visual sensations, or perhaps even thinks about them. (Thepoint about attention shows in the fact that we are more willing to say that the individual is consciousof the pain or of a tickle. The individual’s attention is likely to be directed to the pain or ticklerather than to its cause.) None of these suggestions is acceptable. Many will withhold ‘consciousof ’ from its applications to such cases because of the suggestions. For this reason, ‘conscious for’and ‘presented to’ seem to me better, less committal-seeming locutions for relations of phenomenalconsciousness between individuals and sensations or the qualitative aspects of psychological states.I will, however, use all these locutions, since I think that the implicatures that accompany the‘conscious of ’ locution can be cancelled.
 18 Sydney Shoemaker, “Self-Knowledge and ‘Inner Sense’ ”, Philosophy and PhenomenologicalResearch, 54 (1994), 249–314; repr. in The First-Person Perspective and Other Essays (Cambridge:Cambridge University Press, 1996).

Page 420
                        

Reflections on Two Kinds of Consciousness 405
 Some philosophers have maintained that the putative relation should becollapsed into a one-place property. For example, the sensation sensed is some-times treated in an adverbial manner, as a feature or way of being conscious:individual is conscious painfully, individual is conscious in the visual-blur way. Of course, conscious sensations are aspects of psychological states,which are, in turn, states of individuals. So, ontologically, there is something tothese locutions. Adverbs do connote properties of properties. But sensed sensa-tions, occurrent qualitative aspects of consciousness, are also timeable states orevents. They are instantiated aspects of consciousness. They have causal powers.Since they themselves can have a number of properties and relations, I thinkit impossibly stultifying to avoid referring to them—to avoid quantifying overthem and making singular reference to them. Psychological explanation makesreference to these entities. I take the relational locutions to be unexceptionable.The visual blur is conscious for the individual. The individual is conscious ofthe pain. The individual feels the hunger pang. The tickle is present to, andpresented to, the individual’s consciousness.
 For a qualitative aspect of a psychological state to be conscious for an indi-vidual is for that aspect (aspect instance) to be an element or aspect of theconsciousness.19 The relation between individual and qualitative aspects of psy-chological states that are conscious for the individual is not epistemically robust.The relation is not representational. It expresses no sort of perception or know-ledge. Still, I think that it is worth taking very seriously.
 The relation is not that of just any property to its bearer. The aspects ofconsciousness in phenomenally conscious states are present for the individu-al, whether or not they are attended to or represented. They are accessibleto—indeed, accessed by—the individual. Although they are not necessarilyaccessible to whatever rational powers the individual has, phenomenal con-sciousness in itself involves phenomenal qualities’ being conscious for, presentfor, the individual. They are presented to the individual’s consciousness. Thispresentational relation is fundamental to phenomenal consciousness. I thinkthat this relation can be recognized apriori, by reflection on what it is to bephenomenally conscious. Phenomenal consciousness is consciousness for anindividual. Conscious phenomenal qualities are present for, and presented to, anindividual.
 The individual may or may not have rational powers. The individual mayor may not be a self. The individual may or may not have perception in thefull-blown objectifying sense in which I understand ‘perception’. But conscious-ness is necessarily and constitutively presentational. The presentation is to anindividual subject.
 19 Prima facie, any psychological state that has conscious qualitative aspects may also have otherproperties that are not conscious for the individual. This may be disputed. It is a serious issue insome forms of the mind–body problem.
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 The key to avoiding mistakes here is, I think, to allow the relational andpresentational elements some scope in one’s thinking, without misinterpretingphenomenal consciousness to be a form of perception or representation. Thismisinterpretation is, I believe, one of the root mistakes of the sense-data traditionand of Russell’s ‘knowledge by acquaintance’. Phenomenally conscious aspectsof psychological states are not objects of perception, or data (evidence) to whichone normally adverts in representing something else. They may be vehicular ele-ments in perception or in information registration. They can have those roles.For example, phenomenally conscious sensations can figure in visual percep-tion—say, conscious perception as of a moving object. Many phenomenallyconscious sensations commonly register non-perceptual information.
 Although phenomenally conscious states can figure in perception and ininformation registration and thus serve perceptual-representational and inform-ational functions, the relational and presentational features constitutive of phe-nomenal consciousness itself are not in general constitutively functional. As Ihave indicated, some phenomenally conscious elements of conscious states donot have a function at all. At least, many of those that do have a function couldhave lacked the one they have. When phenomenally conscious sensations dofigure in perception or information registration, there remains the presentationalrelation of these sensations to the individual. They are conscious for the indi-vidual, presented to the individual, no matter how unattended to, unperceived,unreferred to, unrepresented, and uninformative they may be.
 The presentational, ‘consciousness-for’, aspect of the relation between phe-nomenally conscious states and the individual does have some things in commonwith representation. Phenomenally conscious qualities are present for the indi-vidual. They are presented to the individual in consciousness. Of course, anindividual with capacities for propositional attitudes can have beliefs about phe-nomenal qualities. These are, I think, fallible. One can believe that one is inpain when one is not; and one can believe that one is not in pain when one is.But phenomenal consciousness itself is phylogenetically prior to propositionalattitudes. It is fundamentally a sensory capacity.
 There is a natural temptation to take an individual’s feeling pain as a specialcase of the sort of sensory perception involved in, for example, the individual’sseeing a red glow on the horizon. There is a natural temptation to take visualblur’s being a phenomenally conscious element of a visual state for the indi-vidual as a special case of the sort of perception involved in the individual’sseeing a highlight on an illuminated surface. The temptation is to count thecases special in that they cannot fail. If the pain or visual blur is presented toone in phenomenal consciousness, there can be no failure of ‘perception’ ofthese phenomenal elements. Phenomenal consciousness has been regarded as aninfallible intentionality or representation.
 These temptations should be firmly resisted. Phenomenal consciousness isindeed a presentation to the individual that cannot fail. It cannot fail, not becauseit is an infallible representation, but because it is not a representation with
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 veridicality conditions at all. It can neither fail nor succeed.20 Either phenomenalaspects of psychological states are present for, presented to, the individual inconsciousness, or they are not. There is no question of right or wrong. It is amatter of presence or absence.
 The presence is not spatial. The presence is to or for the individual’s con-sciousness. Conscious phenomenal aspects of conscious states are presented tothe individual, to the individual’s consciousness.
 This point encourages the question, How are conscious sensations presented?How are they present for the individual? How are phenomenal qualities like pain,visual blur, or the cold visceral sensation associated with objectless depression,phenomenally conscious for the individual?
 These questions bring out part of why it has been perennially tempting toassimilate consciousness, phenomenal consciousness, to a kind of reference orrepresentation. For entities are also presented to the individual through per-ception, thought, and other types of representation. The questions asked in thepreceding paragraph have analogs for representational states: How is the indi-vidual conscious of the table? How is the table presented to the individualin perception? How is the individual thinking of this point in the triangle?What is the mode of presentation by which the point is present to the individu-al’s thought?
 The answers to these latter questions cite a representational content: per-haps a perceptual attributive or an applied concept. These are components of
 20 A recently popular view of pain is to regard it as perception of bodily damage, or of some prop-erty associated with bodily damage. For reasons mentioned earlier, I think that this view conflatesinformation registration with perception. Some versions of the view also conflate the feeling of painwith the information that the feeling of pain registers about something further (bodily damage oreven bodily location). The view has invoked some strange collateral positions. It has been maintainedthat in phantom limb cases, individuals hallucinate pain: they have no pain. This claim seems to meto be absurdly off the rails. No supplementary patter about how theoretical considerations can forcerevision of intuition should distract one from the weakness of such a view. A more subtle position,which I think has also gone wrong because of thinking of pain sensation too much on an analogywith perception, is that of Sydney Shoemaker, ‘Introspection and Phenomenal Character’, in DavidJ. Chalmers (ed.), Philosophy of Mind (Oxford: Oxford University Press, 2002), 464. Shoemakermaintains that the somatic experience of pain perceptually represents a phenomenal property. Thephenomenal property is supposed to be a relational property: roughly, the disposition of the bodilydamage to cause the somatic experience. The somatic experience is not to be identified with eitherthe bodily damage or the dispositional phenomenal appearance property of the damage. Shoemakerclaims that somatic experiences are what we are averse to, and that they are better candidates forbeing pains than the phenomenal properties. But he does not regard them as good candidates, aswill emerge. Since the phenomenal properties are dispositional properties of the damage, we can,according to the view, presumably hallucinate them. To his credit Shoemaker avoids claiming thatwe hallucinate pain, where the somatic experience is not caused by damage. But of the somaticexperiences, he claims that they are not felt, ‘just as visual experiences are not seen’. So if painswere the somatic experiences, they would not be felt. According to the theory, what we do feel isnot something we are averse to; and nothing that we feel is pain. Without calling attention to theseresults, Shoemaker blames the awkwardness of mapping his theory onto intuition on ‘our ordinarytalk of pains’. He concludes that nothing is an ideal candidate for being pain as we ordinarily talkabout it. It seems to me that these results reveal a theory gone awry.
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 the representational content of perception or thought. In the case of phenomenalconsciousness of pain, visual blur, or hunger pang, one can seem to need analog-ous answers. It can seem that the consciousness of the pain, or the presentationof the pain to the individual’s consciousness, is just a special type of sensoryreference or representation.
 As I have been maintaining, such a view would be mistaken. The situationis, rather, the reverse. Phenomenally conscious perception and phenomenallyconscious thought are special cases of presentation to the individual.21 Thusphenomenally conscious representation is a special case of presentation to theindividual. So is non-representational information registration that involves phe-nomenal consciousness. Presentation of aspects of phenomenal states to theindividual’s phenomenal consciousness is not in itself a case of representation,or (at least not in general) information registration.
 Asked with caution, the question ‘How are phenomenally conscious aspectsof psychological states present for the individual, or presented to the individual?’is not a bad one. There are certainly wrong answers to it! The phenomenallyconscious aspects of psychological states are not presented through some repres-entational content. We are not phenomenally conscious of our pain—we do notfeel the pain—through some further mode of presentation. As is often noted,the pain is not separate from a mode of presentation as the rigid body is separ-ate from the perceptual representation (or the perceptual content, or perception)that represents it. The pain is, however, present to and presented to the mind.How? It is presented to the individual through itself. The pain is its own modeof presentation. In this weak sense, there is a reflexive element in phenomenalconsciousness.
 Again, this reflexiveness should not be conceived as self-reference. It isnot reference. It is not representation. The difference between self-referencein thought or language and the reflexive element in phenomenal consciousnessof pain or visual blur is far more impressive than any similarity. Still, phenom-enal consciousness involves a kind of access. Not rational access. It is access forthe individual to the sensation, or to qualitative aspects of psychological states.The access is by way of phenomenal consciousness—by way of the person’sfeeling or sensing those aspects, having them in phenomenal consciousness. Thesensation is sensed by the individual, or is conscious for the individual, throughthe sensation and through nothing further. The sensation’s being presented tothe individual in phenomenal consciousness does not entail that it is used torepresent or refer to anything, even itself.
 As I just indicated, there is reflexiveness in self-referential thoughts. Someof these are rational-access conscious. So the difference between phenomen-al consciousness and rational-access consciousness is not that in the case of
 21 Rational-access consciousness may be a special case of a yet broader generic notion of present-ation to the individual. I will confine my discussion here to phenomenal consciousness.
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 thought, the mode of presentation is always distinct from what it represents.Self-referential reflexiveness in thought has a logical form, which falls undernorms for logical transformation. No such norms govern phenomenal conscious-ness per se. Reflexiveness in phenomenal consciousness is not representation. Itis presentational consciousness in the absence of representation.
 Rational-access consciousness is reflexive only in special cases. Reflexivenessis not a constitutive aspect of rational-access consciousness. Only few consciousthoughts are self-referential. Moreover, unconscious thoughts can surely be self-referential.
 Reflexiveness is important to understanding thought primarily at the levelof self-consciousness. Self-consciousness is rational-access consciousness thatinvolves attribution of psychological states to oneself as such. A certain type ofself-consciousness always involves a self-referential element. This reflexivenessis not the kind involved in phenomenal consciousness.
 So phenomenal consciousness is not self-consciousness. But phenomenalconsciousness is, I think, always reflexive. I conjecture that reflexiveness isa constitutive feature of phenomenal consciousness.
 I have been emphasizing the negative. Reflexiveness is a feature of thepresentational relation in phenomenal consciousness through the absence of afurther mode of presentation. Given that reflexiveness gets its putative purchaseonly through absence, one can reasonably ask whether it is an idle wheel. Whatis the point of the extra place in the relation of consciousness between an indi-vidual and a sensational aspect of a psychological state, if the place does notadd anything? Could we not do equally well with the relation
 (sensation) is presented in phenomenal consciousness to(individual)
 or
 (pain) is phenomenally conscious for (individual)
 or
 individual is phenomenally conscious of (visual blur) ?
 I think that the answer to this question hinges on whether a third argument place,which putatively engenders reflexiveness, really is idle.
 The locutions just highlighted can certainly be understood as indicatingsimple two-place relations. Perhaps they all indicate the same relation. If wewere to confine our consideration to phenomenal consciousness per se, with noconsideration of the way in which phenomenal consciousness figures in oth-er psychological states, then the third argument place would be idle. I think,however, that there is much to be said for considering phenomenally consciouspresentation as pivotal in a wider range of mental phenomena.
 21 On the third locution, see note 17.
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 Consider these relation instances:
 (i) (sensation) is presented in phenomenal consciousness to (individual)through (sensation)
 (pain) is phenomenally conscious for (individual) through(pain)individual is phenomenally conscious of (visual blur) through(visual blur)
 (ii) (rigid body) is presented in phenomenal consciousness to (individual)through (perception)
 (rigid body) is phenomenally conscious for (individual) through(perception)(individual) is phenomenally conscious of (rigid body) through(perception)
 (iii) (wound) is presented in phenomenal consciousness to (individual)through (pain)
 (wound) is phenomenally conscious for (individual) through(pain)(individual) is phenomenally conscious of (wound) through(pain)
 (iv) (table) is presented in phenomenal consciousness to (individual)through (concept)(table) is phenomenally conscious for (individual) through(concept)(individual) is phenomenally conscious of (table) through(concept) 22
 If it is reasonable to regard the relation or relations in each group as beingthe same relations as in the other groups, then the third argument place is notidle. If presentation or consciousness-for is the same relation in phenomenallyconscious sensing sensation, phenomenally conscious perception, phenomenallyconscious information registration, and phenomenally conscious thought, thenthe reflexiveness exhibited in the first group is not idle. I think that it is reason-able to regard phenomenal consciousness as present in phenomenally consciousperception, information registration, and thought. Presentation to an individual,phenomenal consciousness for an individual, can occur in all these cases.
 Consider groups (ii) and (iii). The rigid body is presented to the individualthrough a perceptual representation. The individual is conscious of the wound
 22 I am assuming that at least the first relation in groups (i), (ii), (iii), and (iv) is the same relation.Similarly, for the second relation in the four groups, and the third and fourth. So the role of thelocutions in the parentheses is not to indicate part of the relation. It is to indicate relevant relata thatcan enter into the relevant relation. Group (i) concerns feeling sensations, or being phenomenallyconscious in the most primitive way. Group (ii) concerns phenomenal consciousness in perception.Group (iii) concerns phenomenal consciousness in information registration. Group (iv) concernsphenomenal consciousness in thought.
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 through the pain. In these cases what is presented to, or conscious for, theindividual, and what the individual is conscious of, is something other than aqualitative aspect of a phenomenal state. The mode of presentation is differentfrom what is presented. So in groups (ii) and (iii), there is no reflexiveness.
 In group (ii) the mode of presentation is a perceptual state or perceptualcontent. What is presented is different (for example, a rigid body or a shape orcolor). So there is no reflexiveness. I doubt that reflexiveness is even pos-sible for genuine perception. In group (iii) the mode of presentation is aninformation-registering state or sensation. If the information-registering stateis non-perceptual but phenomenally conscious, the mode of presentation mustbe a qualitative state, a conscious sensation (type or token). What is information-ally presented is different from the mode of presentation. What the conscioussensation registers information about (for example, bodily damage, or heat) isdifferent from itself. So again, there is no reflexiveness.23
 The same point applies with respect to group (iv). The phenomenally con-scious thought that represents the table is certainly not reflexive. The subjectmatter of most thoughts is not presented, or represented, reflexively. Even phe-nomenally conscious thoughts as of qualitative states are not reflexive. In casesof thought about a sensation or quality, the phenomenally conscious thought(which I think is also rational-access conscious) may employ or make use ofsensory, phenomenal elements in the conceptual mode by which the sensation orquality is presented. That is, the phenomenal quality may be presented in thoughtthrough the application of a phenomenal concept. The concept may incorporatethe very phenomenal quality, as an iconic archetype, into its mode of presenta-tion. The quality that is employed by the conceptual ability can be a sensation orsensation-memory. Or it can be an element in a representational image or per-ception. In any case, the concept is not identical with the quality. The concept isessentially representational, constitutively has a logical form, and has essentialrelations to truth. The quality is not essentially representational, constitutivelylacks in itself a logical form, and lacks essential relations to truth. So, eventhough the quality is a part of the concept’s mode of presentation, it is not thesame as the conceptual mode of presentation.24 So, again the presentation to theindividual in thought is not reflexive. Clearly, reflexiveness is not a constitutivefeature of thought in general. There is, as I indicated, self-referential thought.Its reflexiveness is representational, indeed conceptual. A mode of represent-ation represents itself. The reflexiveness of phenomenal consciousness is the
 23 It is probably a constitutive, necessary truth about perception that a perceived object is neveridentical with its perceptual mode of presentation. I am inclined to think that an analogous pointapplies to information registration. I can think of no cases in which a conscious qualitative sensationregisters information only about itself, in the sense of ‘information registration’ discussed earlier.Even if there are such cases, they are not constitutive of information registration. So reflexivenessis not constitutive of information registration per se, as it is of phenomenal consciousness per se.
 24 The demonstrative-like application of the concept is also not identical to any occurrence ofthe quality, which in itself is not a representational application of anything.
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 reflexiveness of absence of representation. So it is certainly to be distinguishedfrom the reflexiveness of self-reference in thought.
 If what is phenomenally presented to, or phenomenally conscious for,the individual is the qualitative aspect of a phenomenal state—of a sensa-tion—(group (i) ), and if the phenomenal consciousness is considered in itselfand not as an element in a more complex psychological phenomenon, thenthe mode of presentation—what goes in the third place of the relation—is thesame as what is presented. The sensation is presented to the individual throughitself.25 This is reflexiveness in the phenomenal consciousness relation orrelations.
 Whenever presentations to the individual through perception, informationregistration, or thought are phenomenally conscious, there is a phenomenallyconscious qualitative state that is the vehicle of, or an aspect of, the perceptu-al state, or that is an aspect of the information-registering state, or that is anexpression of, element in, or aspect of a propositional attitude. In other words,whenever a relation in group (ii), or group (iii), or group (iv) holds, a rela-tion in group (i) holds, as a sub-element of the phenomenal consciousness inperception, information registration, or thought. In such group (i) cases, thequalitative state or aspect of a state is presented to the individual in phenomenalconsciousness as well. It is its own mode of presentation. It is not perceivedin group (ii) cases, and it need not be attended to. It is not the functionallyrelevant information in group (iii) cases. It may be thought about in group (iv)cases, but in such cases the conceptual mode of presentation is not identicalwith the qualitative element that is presented. Still, in these cases, there remainsthe basic relation that is constitutive of phenomenal consciousness. In this rela-tion the qualitative element is presented to the individual and conscious for theindividual through itself. (Cf. note 16.) Phenomenal consciousness, in and ofitself, is reflexive. The reflexiveness of the phenomenal-consciousness relationdistinguishes it from other sorts of presentations to the individual’s mind, whichmay also be phenomenally conscious.
 25 Since phenomenal qualities are constitutive aspects of the core individual subject, there isan approximation to ego-presentation in phenomenal consciousness. But nothing presents the egoas a whole, or as such. There is no phenomenal quality that is the ‘presentational to me’ quality.Beyond the hurt, there is no further ‘to me-ish’ quality in sensing pain. There is a de se aspect ofprimitive perceptual states; this aspect is representational. We human sophisticates can represent, inthought, anything, including pain, as presented to us. Such ego representations overlay phenomenalconsciousness. They are not present in phenomenal consciousness per se, or in non-perceptual, non-representational systems of phenomenal consciousness. The ego-connection in such systems is notrepresentational. It resides in the presentation to an individual that is constitutive of phenomenalconsciousness itself. And it resides in the functional connection between having sensations andindividuals’ being disposed to react so as to benefit themselves. A claim that there is a ‘me-ish’phenomenal quality at any stage of phylogenetic complexity would be mistaken. Hume and Kantrightly denied such a claim. Cf. David Hume, Treatise of Human Nature, ed. L. A. Selby Bigge(Oxford: Oxford University Press, 1965; first pub. 1899), 252; Kant, Critique of Pure Reason, B132,B157, B275–277. One is not phenomenally presented with a self, or proto-self. One is presentedwith phenomenal qualities.
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 In fact, reflexive phenomenal consciousness is what makes perceptual repres-entation, non-perceptual information-registering phenomenal states, and thoughtphenomenally conscious. Relations in group (i) underlie relations in groups (ii),(iii), and (iv). The former relations make the latter relations phenomenally con-scious. The former relations lie at the base of phenomenal consciousness. Theconnection to this base in the latter three groups makes non-reflexive casesand reflexive ones instances of phenomenal consciousness. The connection alsounifies phenomenal consciousness.
 Thus, given that phenomenal presentation to the individual, or phenomenalconsciousness for the individual, is present in all these cases, the question ofmode of presentation is not idle. Non-representational reflexiveness in present-ation to an individual is a constitutively necessary condition on phenomenalconsciousness. Such reflexiveness is present in, and constitutively necessaryof, any phenomenal consciousness in perception, information registration, andthought. Presentations that are distinctive of perception, information registra-tion, and most thought are not reflexive. Where a thought is reflexive by wayof its representational content, this reflexiveness differs from the reflexivenessof phenomenal consciousness per se precisely in being representational. Ofcourse, by employing phenomenal elements in its representational content, aself-referential thought can be phenomenally conscious. Phenomenal elementscan figure in the self-reference. But what makes the thought phenomenally con-scious is a non-representational reflexive presentation to the individual. Whatmakes it self-referential is a representational reflexive presentation.
 Reflexiveness is a constitutively necessary condition on phenomenal con-sciousness. It can be present in perception and information registration, whenthey are phenomenally conscious; but reflexiveness is not constitutive of per-ception or information registration. What they present to the individual in con-sciousness is not presented reflexively. Reflexive presentation is what makesthese types of psychological processes conscious, but it is not what makes themcases of information registration or perception. Indeed, being phenomenally con-scious is probably neither necessary nor sufficient for a state to be either aninformation-registering state or a perceptual state.
 There are simple animals like bees that are known to have visual perception,with an array of objectifying representations and perceptual constancies, butabout which we do not know whether they are conscious.26 There is certainlyno apriori connection between perceiving and being conscious. We appear tohave an adequate empirical grip on the nature of bees’ visual perception without
 26 Even though bees exhibit many visual constancies, the neural circuitry underlying their visualsystems is relatively simple. It is much simpler than the corresponding circuitry underlying the visualsystems of birds and fish. This is why I think it more plausible to conjecture that birds and fish arevisually phenomenally conscious than that bees are. Of course, visual phenomenal consciousness isa relatively complex type. The phenomenal consciousness of pain, or of other sensations that do notserve perceptual systems, probably has a simpler neural basis and a phylogenetically earlier originthan phenomenal consciousness in vision.
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 assuming that they are conscious. Further, many sensory states deriving fromthe human dorsal visual stream are unconscious. Yet they exhibit the objecti-fication, the sort of filtering mechanisms, and the perceptual constancies thatmark perception. That is, they discriminate distal conditions under a wide vari-ety of stimulus conditions and do so by standard perceptual means.27 So there isempirical reason to believe that phenomenal consciousness is not constitutivelynecessary for perception.
 Phenomenal consciousness is not constitutively sufficient for perception. Painand visual blur are phenomenally conscious, but are not perceptions.
 Visual blur shows that phenomenal consciousness is not sufficient forinformation registration. The numerous non-conscious information-registeringstates—sensitivity to light in amoeba, for example—show that phenomenal con-sciousness is not necessary for information registration. Amoebae are surely notconscious.
 Other things besides qualitative sensations can be sensorily presented in phe-nomenal consciousness, insofar as the sensations do participate in perceptualor other sensory information-registering enterprises. When other things besidesqualitative sensations are presented in purely sensory phenomenal conscious-ness, the presentation is through modes of presentation that differ from thethings presented. (Cf. note 24.) So these presentations are not reflexive. But theconcomitant presence of a non-representational reflexive presentation is whatmakes these presentations phenomenally conscious.
 III
 There may be a further point about the form of consciousness in (group (i) )phenomenal consciousness per se. To explain this point, I must return to an idea
 27 Cf. Milner and Goodale, The Visual Brain in Action; Yves Rossetti and Laude Pastille, ‘Several“Vision for Action” Systems: A Guide to Dissociating and Integrating Dorsal and Ventral Functions(Tutorial)’, in Wolfgang Prinz and Bernhard Hamill (eds.), Common Mechanisms in Perception andAction (Oxford: Oxford University Press, 2002). Some of this literature follows Milner and Goodalein using the term ‘perception’ in what I regard as a misleading and non-standard way. Often the termis applied only to transactions in the ventral system. But there is no scientific basis, especially in thelarger context of perceptual psychology, for this usage. The basic mechanisms postulated to accountfor representational success and failure are common to dorsal and ventral systems, and to consciousand unconscious visual representation. Both conscious and unconscious representational contents canbe veridical or non-veridical. Both exhibit perceptual constancies and other fundamental perceptualrepresentational capacities. Both involve complex filtering mechanisms. Both share some of the samebasic routes for yielding representational successes (e.g. depth perception). In fact, there is evidencethat many unattended-to states in the ventral system that are counted perceptual (in the narrow senseof Milner and Goodale) are unconscious. So this narrow usage of the term ‘perception’ does notclearly correspond to a conscious–unconscious distinction. In my view, the term ‘perception’ shouldbe applied to objectifying aspects of sensory systems, regardless of whether these are conscious.This is the more nearly standard usage in visual psychology. I think that perception is fundamentallyto be understood in terms of a way of realizing representational function, not in phenomenologicalterms.
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 in ‘Two Kinds of Consciousness’. This is the idea that one might distinguishbetween phenomenal consciousness and instantiated phenomenal qualities, orbetween phenomenally conscious sensation and phenomenal qualitative states,or sensations, that may or may not be phenomenally conscious.
 According to such a distinction, an individual could have a pain while notconsciously feeling it at all times. I want to explain the distinction before dis-cussing whether it is of any empirical use, whether it actually applies to anyreal cases. In entertaining such a distinction, I am not merely supposing thatthe individual does not attend to the pain. I mean that the individual does notfeel it. It is not phenomenally conscious for the individual. Yet the individualstill has it. The pain is individuated partly in terms of how it consciously feels.It is, constitutively, an instance of a way of feeling. An enduring, occurrent,phenomenal, psychological condition that feels that way could go in and out ofconsciousness—could be felt or not—if distraction or some other interferenceintervened.
 Roughly speaking, the continuity of the sensation, the pain, would dependon at least three facts. It would depend on the fact that it would be felt inroughly the same way if it were to come back into consciousness. It woulddepend on the fact that its basic cause and its causal powers are the same.And it would depend on the fact that phenomenal consciousness of it—itspresentation to the individual—is masked by some interference. As I notedin ‘Two Kinds of Consciousness’, regaining consciousness of a sensationseems phenomenally different from being conscious of the initial onset of asensation.
 The conceptual distinction is this. On the view that I am exploring, an occur-rent phenomenal quality is constitutively individuated in terms of how it wouldbe felt if it were to become conscious. Its nature is constitutively, not just caus-ally or dispositionally, related to occurrently conscious ways of feeling. Thisconstitutive point is what makes the quality phenomenal even when it is notactually conscious. On this view, the unfelt pain is still a pain—not just a neuralstate or a dispositional state that happens to be capable of producing pain underthe right conditions—even though it is not occurrently felt and is not consciousfor the individual.
 The alternative view does not recognize or make use of the distinction. Onthe alternative view, a phenomenal quality could not be phenomenal unless it isoccurrently conscious at all times at which it occurs. On this view, phenomenalqualities are constitutively occurrently conscious. On this view, whenever somepeople say that one has phenomenal qualities that are unfelt, one should sayinstead that one is in a state, perhaps a neural state, that sometimes causesoccurrently felt phenomenal qualities but bears no constitutive relation to them.On the view I am exploring, phenomenal qualities are constitutively capableof being occurrently conscious. The view might add that such qualities areoccurrently conscious unless certain masking or interfering conditions occur.This constitutive capability—this association in the nature of the state with
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 occurrent phenomenal consciousness—is what makes the unconscious state aphenomenal state.28
 I have just defended the conceptual coherence of the distinction betweenphenomenal qualities of a psychological state and phenomenal consciousness ofthem. It is a further question whether the distinction has a definite empiricalapplication. If it does not have such application, then I assume that there areno unconscious phenomenal qualities—no unfelt pains. Then (further), as faras I can see, all occurrently instantiated phenomenal qualities could be requiredconstitutively to be always conscious.
 I am not strongly committed one way or the other on this empirical issue. Isimply want to keep it open. I am interested in exploring the empirical possib-ility of the more liberal form of individuation, which makes use of a distinctionbetween being a phenomenal quality and being an occurrently conscious phe-nomenal quality.
 There are obvious anecdotal cases where there is some temptation to applythe distinction. It is common to say that the soldier lost consciousness of the(persisting) pain from his or her wound until the battle was over. Of course, itis easy to redescribe such cases so as not to assume that a pain persists when itis not felt. There also appears to be some place for the distinction in some usesof the way many of us ordinarily think about sensations. The locution of beingconscious of one’s pain suggests cases where distraction might make one notconscious of one’s pain—not (phenomenally) conscious of a pain that one has.Again, it is easy to see how to explain these locutions away so as to deprivethem of literal empirical application.
 Whether there are solid empirical applications of the distinction may dependon whether there is a place in more rigorous psychological explanation forconstitutively phenomenal psychological states with causal powers even duringtimes when they are not consciously felt. Take a case in which one is temptedto regard a pain as persisting even though it is unconscious. Is there a placein a systematic psychological theory for attributing occurrent causal relationswhere the cause or effect is distinctively phenomenal—constitutively individu-ated in phenomenal terms? If so, then there is empirical application for thedistinction between felt and unfelt pains. If, on the contrary, in all such casescausal explanation of occurrent causal relations can dispense with psychologicalexplanations that appeal to phenomenal states, then perhaps there will be noempirical application for the conceptual distinction.
 I think that science should try to maximize the scope of its explanatorynotions. I think that the notion of a psychological state individuated in terms of
 28 Such a distinction would in no way interfere with finding underlying neural mechanisms.One would expect to find one level or array of neural activity that corresponds to unconsciousphenomenal states, and another level or array that corresponds to conscious phenomenal states. Thekey issue about whether this conceptual distinction has actual application to a difference in the realworld centers on the character of psychological explanation, as I shall argue below—not on therelation between the psychological explanation and underlying neural explanations.
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 what it is like to feel or be conscious is explanatory. Such states have causalpowers and vulnerabilities. So I think that one should be alive to the possibilitythat causal explanation in phenomenal terms does not lapse at every momentwhen an individual is not occurrently conscious in the relevant way. I conjecture,for the sake of exploration, that there is a causal-explanatory role for suchphenomenal continuants at times when they go out of consciousness.
 As I have indicated, this view of the relation between phenomenal qualitiesand their being phenomenally conscious is not fundamental to my thinkingabout phenomenal consciousness. If it is correct, however, it would furtherhighlight the presentational nature of phenomenal consciousness. The point canbe brought out in two ways.
 First, if feeling a phenomenal quality like pain is to be distinguished frommerely occurrently having the phenomenal quality (the pain), reflexiveness isnot a feature of the phenomenal state itself. The pain is not reflexive on itsown, as a self-referential thought content might be. For if a pain is unfelt by,or not conscious for, the individual that has it, there is no way that the painis, at that time, presented to the individual. Unconscious pain would becomeconscious in being presented to the individual through itself. Reflexiveness is,unmomentously but constitutively, how a phenomenal quality or sensation ispresented to, or conscious for, the individual. It is presented to, conscious for,the individual through itself. Reflexiveness is a feature of the relation of phenom-enal consciousness between the individual and the phenomenal state. In a weaksense, it is part of the form of the consciousness when the qualitative aspectsof a psychological state are conscious for the individual. Reflexiveness is rel-evant entirely to the presentational aspect of phenomenally conscious states. Itis relevant entirely to presentation to the individual. Phenomenal consciousnessconsists in such presentation.
 Second, consider the following reasoning. A pain is correctly individuatedpartly in terms of a way of feeling. But a way of feeling is an abstraction thatcan be instantiated in different individuals and at different times in the sameindividual. The same can be said for what it is like to feel pain. That is anabstraction too. A phenomenally conscious pain is, of course, not an abstrac-tion. It is an occurrent, instantiated condition. Suppose that an individual canhave a pain without feeling it—without its being conscious for the individual,without its being presented to the individual. Then the pain’s being instantiatedis not sufficient for its being phenomenally conscious. On this supposition, astate’s being individuated by a characteristic way of feeling (or way of beingpresented, or what it is like to feel it) and being instantiated do not sufficefor the state’s being phenomenally conscious. Being occurrently phenomenallyconscious (at all times) is not a necessary feature of the pain itself. For the painto be phenomenally conscious, it must be in the right relation to the individual.It must be conscious for, or presented to, the individual.
 These two points are really at most supplementary. The idea that there is aplace for a distinction between having a pain and being phenomenally conscious
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 of the pain is just exploratory. If it is correct, it throws the basic point intosharper relief. But the basic point that I have made about phenomenal con-sciousness is independent. The basic point is that phenomenal consciousness isconstitutively a non-representational, reflexive presentation relation between anoccurrent qualitative state and an individual.
 The presentation relation between an occurrent qualitative state and an indi-vidual is evident in our common understanding of the notions way of feelingand what it is like: way of feeling for the individual, what it is like for theindividual. The relation can be recognized through apriori reflection. No qual-itative conscious state can fail to be conscious for an individual. The state isaccessible to, present for, conscious for, presented to, the individual. All ofthe key notions for phenomenal consciousness mandate presentation to or foran individual. One can, of course, specify qualitative states that are essentiallyconscious—conscious pain, for example. Any such states must, however, atleast implicitly entail this presentational relation to the individual.
 This point about the role of a non-representational relation in phenomenalconsciousness could be regarded as adding a new dimension, over and above thequalitative aspects of consciousness, to what is hard or difficult about understand-ing consciousness.29 I do not see things quite that way. I think that this relationis an apriori and necessary aspect of what it is to be a phenomenally consciousquality or qualitative condition. What it is like has always been what it is likefor an individual. Such phenomenal qualities are by nature either occurrently,or capable of being, presented to, present to, conscious for an individual.30
 Constitutive reciprocity reigns here, as it does with respect to rational-accessconsciousness. There is a constitutive role for an individual subject in whatit is to be a phenomenal quality. Being conscious for an individual is part ofwhat it is to be a qualitative phenomenal state. Reciprocally, what it is to be
 29 Although I cannot go into the matter here, I do not accept the usual framework in whichthe ‘hard problem’ of understanding consciousness is raised or answered. This framework invites areduction of phenomenal consciousness, or substitute for it, as a condition of understanding. Thenthe discussion either maintains that some reduction is correct, or that because it is incorrect, we donot understand consciousness. Then philosophers who hold the latter position divide as to whetherwe will ever understand consciousness. ‘Is it an ultimate mystery?’, they ask. All this makes goodmagazine copy. But it is not the way scientific understanding tends to go. I see no scientific orcommonsensical reason why understanding consciousness must take any such reductive form. Itwould be enough to integrate consciousness into a systematic empirical theory, connecting it insome systematic way to other psychological capacities and to underlying neural conditions. We arecoming to understand representation in that way—not by reducing it to functional, neural, or othermatters. Such reductions do not succeed for representation any more than they do for consciousness.But the integration of representation into empirical theory is dissolving the sense that representationneeds reduction or ‘naturalization’. Naturalization is best taken to be empirical systematizationand integration. It is not best taken as reduction to some privileged set of terms (in the physicalsciences or elsewhere). It is also not best taken as purification of subjective elements for a universal‘objective’ point of view. Our main difficulty with consciousness is that we do not yet know howto integrate it into empirical theory. I see no reason to doubt that that day will come.
 30 Even if occurrent phenomenal qualities can fail to be phenomenally conscious, their phenom-enality is still to be explained in terms of a would-be way of being occurrently presented.
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 a certain sort of individual, a conscious individual, is constitutively associatedwith an occurrent, presentational relation to such qualitative states. Phenomenalconsciousness is relevant to demarcating certain sorts of individuals, individu-al subjects—individuals with a conscious mental life. Such individuals includeselves or persons. But they are not confined to selves or persons. There are surelyconscious individuals that are neither. For all individual subjects, the constitutivecore—though not necessarily the bulk—of their psychological lives is phenom-enal consciousness, a presentational relation to certain sensory aspects of theirpsychological lives. This core constitutes a primitive type of subjectivity—non-representational phenomenal subjectivity.
 Any substantive value in these reflections lies in their uncovering a unifiedform for phenomenally conscious mental life—presentation to the individual inphenomenal consciousness. Central aspects of phenomenally conscious mentallife vary in the formal structure of the presentation. In particular, the variationscenter on what is presented and how. But non-representational reflexiveness inpresentation underlies, and is constitutive of, the phenomenal consciousness inall these variations.
 These reflections on the role of non-representational reflexiveness in phenom-enal consciousness are at best pointers to differences between phenomenallyconscious sensing and conscious representation, whether in perception or inthought. The pointing may be too ‘formal’ to constitute rich insight into thecontent of the difference. We should not, however, belittle whatever insight wecan gain into these difficult matters. One day we will gain more.
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 In‘Cartesian Error and the Objectivity of Perception’1, I made what I now regardas an important mistake in the interpretation of Descartes. I construed him asan individualist about thoughts. In this paper I would like to explain why thisconstrual is at best doubtful. I would also like to use the occasion to exploreDescartes’s views of mental substances and mental attributes, and about refer-ence to the physical world.
 Individualism is the view that the individuation of all an individual’s mentalstates and events does not depend in any way on relations the individual bearsto a wider environment. As noted, I interpreted Descartes to be an individual-ist. I interpreted him as holding that the individuation of all mental states andevents—or at least, all thoughts—was independent of any relations to a widerenvironment, prototypically, the physical environment. I realized this mistakeshortly after making it, and signaled my awareness of it in a subsequent paper.2
 But I did not explain in any detail why I had changed my mind. I would liketo do better here.
 I took Descartes to be an individualist on the basis of two considerations.One was his elaboration of the Demon thought experiment in Meditation I. Thatthought experiment presumes that one might have the thoughts that one has evenif there were no physical world at all. So it presumes that one’s thoughts arewhat they are independently of any relations to the physical world. The secondconsideration derived from Descartes’s substance dualism. It seemed to me thatinsofar as he thought that minds are substances whose existence and nature are
 This paper is largely a lightly edited excerpt from a longer, previously published essay that tookthe form of a reply to an article by my colleague Calvin Normore. My reply, ‘Descartes, BareConcepts, and Anti-Individualism’, was published, together with Normore’s article in M. Hahn andB. Ramberg (eds.), Reflections and Replies: Essays on the Philosophy of Tyler Burge (Cambridge,Mass.: MIT Press, 2003). The present article contains a few additions, not present in my essay aspreviously published
 1 Cf. ‘Cartesian Error and the Objectivity of Perception’, in P. Pettit and J. McDowell (eds.),Subject, Thought, and Context (New York: Oxford University Press, 1986) (Ch. 7 above).
 2 Cf. ‘Individualism and Self-Knowledge’, The Journal of Philosophy, 85 (1988), 649–663,note 4.
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 independent of any physical reality, he had to think that thoughts were also thusindependent.
 The first consideration is relatively easy to undermine, at least as it stands.What is individualistic in Descartes is the presentation of the demon thoughtexperiment in Meditation I. What I said in ‘Cartesian Error and the Objectivityof Perception’ about individualistic intuitions that might be drawn from thatthought experiment—my criticism of moving without argument from knowledgeof one’s actual thoughts to knowledge of what one’s thoughts would be incounterfactual situations—still seems to me right and to the point. This invalidtransition is easy to fall for. It has seduced others. Descartes himself blurs thedistinction between self-knowledge and metaphysical knowledge, in such a wayas to encourage the transition.
 Nevertheless, my attribution of individualism to Descartes was badly groun-ded. Descartes holds that the thought experiment of Meditation I is not ultimatelycoherent. God is invoked as a necessary principle for making our intentionalmental contents (ideas) conform to basic natures in the objective world. Thisis to give God a role prima facie analogous to the role of causal history andevolutionary design in determining contents. The general caste of Descartes’account appears in many ways congenial to anti-individualism.
 Whether Descartes is an anti-individualist, however, is complex and not com-pletely clear. Descartes does not say much about the individuation of mentalstates. For that matter, he says little about the individuation of minds or ofphysical objects. I want to explain why the issue is interpretatively complex.
 I
 Individualism is consistent with Descartes’s claim that God insures that ourclear and distinct ideas apply to objective natures. If one held that there are noindividuation conditions on what it is to have a given idea of an objective naturethat make reference to anything outside the mind, one could regard God’s roleas simply to insure that the ideas that we have always correspond to objectivenatures. For example, one could hold that what it is to have an idea requiresthat no further explanatory conditions be met. God’s necessarily making a matchbetween the world and ideas so conceived would not entail that there are anti-individualist conditions on the individuation of thoughts. It would entail onlythat there is a necessary match between our ideas and their objects. Necessityis one thing. Individuation is a further thing. The appeal to God’s veracity iscongenial to anti-individualism, but does not entail it.
 Descartes also has a causal principle: There must be as much reality, ‘form-ally’, in the cause as there is in the effect. The principle requires that the objectivereality (roughly the representational content) of an idea be caused by somethingwhose formal reality (roughly, intrinsic reality of the object or referent) is as
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 much or greater than the reality purportedly represented by the idea.3 Descartesmay understand degrees of reality in terms of explanatory priority.4 The principlewould require that the representational nature of an idea of a rock be explainedin terms of a cause which has an ontological status at least equal to that of arock. Thus a rock would do.
 In its focus on explanation, this principle is closer to bearing on individuationconditions than the invocation of God’s veracity. But the principle is too weakto entail anti-individualism. The finite thinker will have an ontological statussufficient to explain the objective reality of all the thinker’s ideas except forthe idea of God (for which God must be invoked, according to Descartes’sontological argument). It is consistent with the principle, stated in the abstract,that the mind can be the explanatory basis for all its own ideas. So the principleis again consistent with individualistic individuation conditions for objectivelyand empirically referring ideas.5
 It appears to me, however, that the main drift of Descartes’s reasoning isto explain the representational nature of one’s ideas in terms of the objectsthat those ideas represent. The appeal to God’s veracity seems to function asa guarantee that this natural direction of explanation, especially for referenceto objects in the physical world, can be relied upon, as long as we as thinkersavoid invoking materially false or confused ideas.6
 For example, consider this passage from Meditation III:
 And although the reality which I am considering in my ideas is merely objectivereality, I must not on that account suppose that the same reality need not existformally in the causes of my ideas, but that it is enough for it to be present in themobjectively. For just as the objective mode of being belongs to ideas by their verynature, so the formal mode of being belongs to the causes of ideas—or at least thefirst and most important ones—by their very nature. And although one idea mayperhaps originate from another, there cannot be an infinite regress here; eventually
 3 Rene Descartes, Meditations, III, in The Philosophical Writings of Descartes, II, trans. J. Cot-tingham, R. Stoothoff, and D. Murdoch (Cambridge: Cambridge University Press, 1984), 28, and inOeuvres de Descartes, ed. Ch. Adam and P. Tannery (Paris: CNRS, 1964–76), henceforth AT, VII,40–41.
 4 Cf. Calvin Normore, ‘Meaning and Objective Being: Descartes and His Sources’, in AmelieRorty (ed.), Essays on Descartes’ Meditations (Berkeley: University of California Press, 1986).
 5 I have one caveat about Normore’s presentation of Descartes on these matters. Normore readsDescartes as an externalist ‘in the sense that the content of our ideas depends on their causes—buton the cause of the objective reality of the idea not the cause of its formal reality’. It is not sufficientto be an anti-individualist (or externalist) that one hold that the content of our ideas depends ontheir causes. One needs the further points that the causes are external to the individual and that thedependence is individuative, not merely causal.
 6 I read Meditations III and VI as illustrating this drift. I think that this issue in interpretingDescartes is worth further investigation. I have benefited from several conversations with Normorein my remarks about Descartes. Normore recommends further reflection on God’s creation of realpossible natures. God’s idea and the natures are created in the same act. Nevertheless, Normore seesDescartes, here as elsewhere, as tending to take the nature that the idea refers to as explanatorilyprior to the idea.
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 one must reach a primary idea, the cause of which will be like an archetype whichcontains formally all the reality which is present only objectively in the idea.7
 The phrase ‘same reality’ and the causal account of the objective reality (orintentional content) of ideas seem distinctly anti-individualist in spirit. Our ideasof objective physical space, for example, seem to be explained in terms of ourbeing causally related to spatial shapes.8
 When Descartes discusses the material truth or falsity of ideas, he may appearto individuate ideas independently of objects with formal reality that are inde-pendent of the mind. He claims that the idea of a chimera is no more a falseidea than the idea of a goat. He notes that it is just as true that he imagines theone as the other. To be a false idea is to be an idea that represents a non-thing asa thing. Thus it appears that Descartes believes that the idea of a chimera doesnot in itself represent something as real that is not real. In any case, Descartesbelieves that ‘there can be no ideas which are not as it were of things’. This ‘as itwere’ is not easy to interpret. But I think that Descartes means that all ideas arerepresentational, they have representational content, even though not all ideasrepresent (refer to a real referent)—and even though not all ideas that do notrefer to a real referent represent something as real. I take it that he means thatchimera and illusory dagger do not purport to represent something real, eventhough they are representational.9
 Anti-individualism does not require that all ideas that are individuated interms of a wider environment in fact refer to anything in the wider environment.Many ideas obtain their representational content by being related (by theory, con-struction, amalgamation, or other means) to other ideas that do refer to elementsin the environment. Both types of ideas derive their content partly through causalor other non-representational relations to the environment. Descartes’s develop-ment of the early stages of scepticism in Meditation I shows that he has amasterful sense of the variety of ways in which an idea can be dependent for itsrepresentational meaning or content on a wider environment, without succeedingin referring to anything (real) in the environment. The failure of some ideas to
 7 Descartes, Meditations, III, in Philosophical Writings of Descartes, II, 29; AT, VII, 41–42. Iam indebted to Calvin Normore for discussion of this passage and other passages in Descartes’sinterchange with Arnauld in the fourth set of Objections and Replies. The essay as a whole hasbenefited from several conversations with him and with Deborah Brown.
 8 A similar line of thought occurs in his discussion of the perception of color. In Principles, I,70, Descartes writes:
 It is clear, then, that when we say that we perceive colours in objects, this is really just thesame as saying that we perceive something in the objects whose nature we do not know, butwhich produces in us a certain very clear and vivid sensation which we call the sensation ofcolour.
 Descartes insists that it would be an error to judge that color had a particular nature on the basisof its being perceived as color. His account, however, does not question that the sensation is ofcolor, or that its being a sensation of color depends on its having a cause external to the individual.
 9 Meditations, III; AT VII, 37, 43–44.
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 refer does not show that all ideas, or even that those non-referring ideas, do notowe their representational meaning or content to some ideas that refer to thingsin the wider environment—things that tend to cause those ideas. Descartes’srejection of the Demon hypothesis as being impossible or incoherent is, I think,associated with his view that all ideas, including non-referring ones, owe theirrepresentational content to things beyond them—things that cause at least someideas which are successfully referential.
 Since Descartes does not explicitly discuss individuation conditions of ideas,my anti-individualist reading requires some judgment. Still, I take the spirit ofDescartes’s work to be broadly anti-individualist.
 In my formulation of individualism in ‘Cartesian Error and the Objectivityof Perception’, I indicated some awareness of these issues. I explicitly excludedappeals to God as means of preventing one from being an individualist.10 I dothink that there are serious difficulties with Descartes’s invocation of theologyto guarantee clear and distinct ideas in his account of veridicality and contentdetermination. The appeal is not only epistemically tenuous. I think that it,together with his extreme reductionist conception of physical reality, may haveled him to underrate how large a role mundane, empirical, macro-objects andproperties play in content determination.
 On the other hand, no historically sensitive account of early modern rationalistviews can afford to bracket the role of God. I believe that my indulging in suchbracketing led to under-rating anti-individualist elements in Descartes. I havecome to think that there were fewer individualists prior to the twentieth centurythan I had formerly supposed. Despite the new science criticism of Aristotelianmetaphysics and of commonsense epistemology by nearly all the great earlymodern figures, the enormous influence of the anti-individualism of Aristotlecarries deeply into the early modern period.
 II
 The second consideration that led me to my misinterpretation of Descartesconcerns his dualism. Issues surrounding this consideration seem to me verycomplex. What needs to be explored is how individuation of mental states interms of relations to objects outside the individual’s mind is to be squared withDescartes’s strong form of dualism. Anti-individualism limits the metaphysicalindependence of mental states and events from the non-mental. But Descartes’sview of mind, as a substance whose principal essential attribute is thought,
 10 I wrote, ‘Individualism is the view that an individual person or animal’s mental state orevent kinds … can in principle be individuated in complete independence of the natures of empiricalobjects, properties, or relations (excepting those in the individual’s own body …)—and similarlydo not depend essentially on the natures of the minds or activities of other (non-divine) individuals’(my retrospective emphasis). Cf. ‘Cartesian Error and the Objectivity of Perception’, 193 above.
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 is prima facie incompatible with ontological dependence of mind on the non-mental. For finite substances are independent for their existence and nature ofanything else except God.
 Insofar as Descartes is not an individualist, he must have reconciled theseviews by holding that mental states and events that are about body are not essen-tial to any given mind, or to being a mind.11 Mental events about body are forhim modes of mind (contingent properties). Such mental events are not attrib-utes (necessary ones). (A principal attribute is an attribute that is constitutive ofthe entity’s nature or essence and explains other attributes.) Anti-individualismdoes not itself maintain that to have a mind, one must have thoughts about body.It claims that, as a matter of individuation, to have certain thoughts, includingspecific ideas of body, one must be in causal relations to a wider environment. Itis open to Descartes to agree that particular thoughts about body and even hav-ing innate ideas like that of extension, are metaphysically dependent on theirnon-mental objects, without conceding that mind itself is thus dependent. Soalthough this sort of reconciliation involves, to be sure, other difficulties, it doesmake Cartesian dualism prima facie compatible with anti-individualism.
 Of course, conceding to anti-individualism that thoughts of body are depend-ent for their natures not only on mind but on body opens a view of Cartesiandualism that is different from the common construal of it. On such a position,some particular thoughts, which Descartes would count as modes of a mind, arenecessarily dependent on physical properties. So not just aspects of sensationand imagination, but even aspects of some acts of intellection are, on this posi-tion, explanatorily dependent on body. Aside from God, only mental substances(particular minds) and mental attributes derivative from the principal mentalattribute (the attribute, thinking) seem to be completely independent of physicalsubstances.
 It is important to see how far the exclusion of ideas of body from essen-tial attributes of mind might extend in the Cartesian scheme, if it is to beanti-individualistic. For Descartes, the basic idea of body is the idea of exten-sion. Extension, considered in abstraction from actual matter, is supposed tobe the fundamental idea in geometry. Geometry is not, according to Descartes,about corporeal extension. It does not depend epistemically on perception ofthe physical world. It is not committed to the existence of corporeal substance.
 11 God’s mental events are special and may not be subject to anti-individualist considerations.The objects of God’s mind depend on his creating them through his thinking them. See, however,note 4. Moreover, I will assume that Descartes’s holding that a human mind’s idea of God dependson the existence of God is not incompatible with his substance dualism, since no finite substanceis completely independent of God. Similarly, I assume that the fact that Descartes holds that Godcould bring about anything, including the falsity of eternal truths, does not show that Descartes wasan individualist. Even though he thinks that relations between having ideas about body and beingin relation to the physical environment is, in this sense, contingent, I take the issue to remain alive.If anti-individualist principles were, like mathematical truths, necessary except for the qualificationabout God’s power, then I would regard Descartes as an anti-individualist. I owe this point to CarlG. Anderson.
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 Descartes seems, however, to think that the shapes studied in geometry are notontologically independent of possible or actual shapes that can be instantiatedin corporeal substance. Descartes’s view, like most early modern views aboutwhy geometry applies to actual physical space, depends on the claim that suchshapes are essentially possible modes of matter, studied independently of wheth-er they are actually instantiated. This dependence on possible modes of matteris, I think, an ontological dependence. Ontology in the early modern period wasprobably more centrally concerned with possibility than with actuality. So theobjects of geometry are not ontologically independent of corporeal substance,in Descartes’s view. An anti-individualist account of ideas and thoughts aboutgeometric shapes would be committed to some dependency relation between theabstract shapes (the objects of geometrical reasoning) and having those ideas.If such objects of geometrical reasoning, the shapes, are not ontologically inde-pendent of (corporeal) extension, then thoughts and ideas about them are notontologically independent either. If this line of reasoning is correct, Descartesshould hold that having geometrical ideas is inessential to being a thinking mind.
 What of arithmetical ideas, ideas of number? These, unlike geometrical ideas,Descartes does not associate essentially with physical substances or properties.He classes them with substance, duration, and order as ‘items that extend to allclasses of things’.12 Ideas of number are independent of what they are appliedto in counting (Principles of Philosophy, I, 55, 58.) It follows that they areindependent of geometrical ideas. They would also not depend on some relationto space or physical reality to be what they are, inasmuch as they have a universalapplication.
 I find this interesting. Despite his discovery of analytic geometry and hissophisticated use of algebra, Descartes joined the tradition, dominant since theGreek mathematicians, that held that geometry is more basic than arithmetic oralgebra. Geometry was supposed to be the foundation of mathematics. (I shallreturn to this point in Section III.) But the exact sense in which it is founda-tional is important for our purposes. Descartes regarded proofs in geometry asnecessary epistemic bases for some beliefs about number—for example, beliefin the real numbers. But it is unclear to me how far this epistemic dependencewas supposed to extend. It seems clear, however, that Descartes did not hold,as many mathematicians in his day did, that number is ontologically groundedin geometric proportions. As Frege noted, number, unlike geometrical lines andshapes, is applicable to all things (through sortals)—so to thoughts as well asbodies. Descartes seems to have anticipated this insight, although he would nothave joined Frege in regarding numbers as among the commitments of logic or
 12 Cf. Principles of Philosophy, I, 48. Descartes also mentions common notions that apply cross-categorially in Rules for the Direction of the Mind, AT X, 419; in The Philosophical Writings ofDescartes, I, trans. J. Cottingham, R. Stoothoff, and D. Murdoch (Cambridge: Cambridge UniversityPress, 1984), 45. In the Rules passage, Descartes mentions existence, unity, duration as, commonnotions that are attributed ‘indifferently, now to corporeal things, now to spirits’.
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 as being abstract, mind-independent objects. In any case, I think that Descartes,as anti-individualist, was free to regard the idea of number as essential to mind.
 If ideas of both body and geometrical shape are inessential to mind, whatremains? One could imagine a view that no particular thought- or idea-types arenecessary for mind, as long as the mind has some thoughts and ideas. On thisview, all specific intentional (or in Descartes’s terminology, ‘objective’) contentis contingent with respect to mind and minds.
 Two versions of the position can be distinguished here. One is that the repres-entational content (for Descartes, objective reality) of particular thoughts couldbe different while those thoughts as events (their ‘formal reality’)—and byextension the mind—remained the same. I think that, as a substantive view,this position is incoherent. Our only individuative grip on the identity of partic-ular thoughts involves their intentional or representational content—primarilythe concepts with which the thoughts represent referents.
 The other version of the position is as follows. Although particular thoughtswould be different if their contents were different, the mind is metaphysicallyindependent for its identity not only from the identity of any particular thoughtevents, but also from having any particular thought contents or idea-types. Thatis, there are no particular idea-types that a mind must have in order to be a mind.I will come back to the question of what the identity of mind would then consistin. But it would have to consist in something (perhaps a field of consciousnessand some type of thinking or other) that is what it is independently of the contentof any particular mental activity or process. For all particular thoughts, and allparticular types of intentional content, would be contingent modes of a mind.
 This second version holds that thinking is necessary to being a mind. It holdsthat it is not necessary that any particular kinds of thoughts be thought. Andit holds that it is not necessary that a mind have any particular idea-types orconcepts. This view simply denies that there are any thoughts, ideas, or conceptsthat are constitutively necessary and universal to all thinking minds. This is aninteresting view, not obviously false, I think. Aristotle and Kant represent atradition of maintaining that there are fundamental, universal categories of allthought. Their lists, which include a number of traditional metaphysical notions,have not persuaded many. There remains for some an inclination to think thathaving a few simple logical notions associated with negation, conjunction, andimplication, perhaps simple arithmetical ideas, is necessary to being a thinkingmind. I share such an inclination. Justifying it, however, is a difficult matter.Such a view must confront the variety of different ‘non-standard’ logics and theapparent possibility of taking different connectives as fundamental even withinclassical logic. As regards arithmetical notions, one must explain why thinkingcannot proceed without sortals and counting, and getting by with mass conceptsand notions of more and less.
 I doubt that either of the positions just outlined is Descartes’s. I believe itlikely that Descartes held instead that having available to reflection the innateideas thought and God is essential to being a mind. I think that Descartes
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 believed that from the idea of thought (or mind) or of God, other ideas, suchas those of objective reality and cause (and perhaps substance, number, order,duration) can be derived by reflection. I conjecture that knowledge associatedwith the cogito and the ontological argument are thought by Descartes to benecessarily available to any thinking mind. If he is an anti-individualist as wellas a substance dualist, however, I think that he must hold that thoughts about thematerial world and about geometrical shapes are, though central to our actualmental histories, not essential to being a mind.
 The view that thoughts and knowledge of mind and of God are morebasic—in the sense of necessarily more fundamental to the essence of anythinking mind—than thoughts and knowledge of body and mathematics is, ofcourse, deeply un-Kantian. As an account of all thinking minds, I find sucha view unacceptable. Thoughts about thought, let alone thoughts about God,seem absent from some minds—the minds of animals and young children—thatnevertheless think about body and can engage in simple counting.
 On the other hand, I think that the closely related question whether thoughtsof mind are conceptually independent of thoughts of body—and the ques-tion whether knowledge of mind is conceptually independent of knowledge ofbody—are more complicated than most neo-Kantian, post-Strawsonian discus-sion has suggested.
 I have been discussing Descartes’s dualist view of mind in the context of anti-individualism. I want to consider now his dualist view of particular minds in thesame context. Descartes claims that one cannot conceive of mental substancewithout its principal attribute, thinking. As we have seen, this principal attributemust be regarded as independent of any particular thought events. What areparticular minds for Descartes? And what more can be said about the principalattribute of minds?
 If one regards the principal attribute, thinking, as a generic essence commonto all minds, one must ask what individuates particular minds. I think that thereis no evidence that Descartes thought of mental substances as immaterial ‘soulstuff’. Understanding immaterial substances on such a model is in effect to treatthem as material and immaterial at the same time. Such a view misses what isspecial about mind, and part of what is interesting about Descartes’s dualism.Descartes’s mental substances are not, I think, best construed as distinguishedby a special kind of constitution or stuff.
 There is reason to believe that Descartes saw the principal attribute of amental substance as not (or not merely) generic and common to all mentalsubstances, but as particular and concrete. Thus in a late letter to Arnauld, hewrites:
 I tried to remove the ambiguity of the word ‘thought’ in articles 63 and 64 of thefirst part of the Principles. Just as extension, which constitutes the nature of body,differs greatly from the various shapes or modes of extension which it may assume,so thought, or a thinking nature, which I think contributes the essence of humanmind, is far different from any particular act of thinking. It depends on the mind
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 itself whether it produces this or that particular act of thinking, but not that it is athinking thing; just as it depends on a flame, as an efficient cause, whether it turnsto this side or that, but not that it is an extended substance. So by ‘thought’ I do notmean some universal which includes all modes of thinking, but a particular nature,which takes on those modes, just as extension is a nature that takes on all shapes.13
 I will discuss two issues raised by this passage.First, the last sentence of the passage suggests that thinking is a nature that
 is particularized in the individual mind. Yet, in its particularity, it is seen asindependent of any particular act of thinking. What could thinking be, so under-stood? It seems clear that thinking can be understood generically, as common toall particular acts of thinking. But what would thinking be, understood as bothparticular (or concrete) and independent of particular acts of thinking?
 I reject as grotesque the idea that there is actual thinking independent of par-ticular intentional or representational content. I see no reason to think Descarteswas committed to such an idea. Perhaps, though, Descartes thought that some-thing like a reflexive self-attribution, expressible as I think, implicitly attachesto every thought. All instances of such an attachment, somehow regarded as acontinuous generative activity, might be seen to constitute the principal attributeof the mind, as a ‘particular nature’. I think that this is the most promising start-ing point for understanding Descartes’s notion. (Cf. Principles of Philosophy,I, 7–9.)
 Compatibly, one might also take thinking, the ‘particular nature’, to be areflexive consciousness or awareness. Such a view is at least loosely suggestedin Principles of Philosophy, I, 9. This view would allow the field of conscious-ness to take on particular images and ideas as forms, on a loose analogy to mattertaking on particular shapes. Perhaps the active element in Descartes’s chosendescription of the relevant particular nature—‘thinking’—could be seen asnecessarily conscious. So the relevant type of consciousness might be understoodin terms of the reflexive self-consciousness, expressible as I think, mentionedabove. The reflexive self-consciousness involved in the continuing I think isfilled out by particular thoughts, which are themselves contingent modes ofmind.
 I would regard such a view as hyper-intellectualized if it were applied to allthinking minds. Animals and children think, but lack a concept of thinking. Theydo not think about thinking. I think that Descartes’s own view is probably hyper-intellectualized. He would certainly not allow that animals think. He makessome concession in my direction by holding that the relevant consciousness orawareness is to be regarded as present in sensing as well as thinking (Principlesof Philosophy, I, 9). But I do think it nearly certain that he thought that theidea thinking substance has to be available to every mind. I think this view
 13 Descartes to Arnauld, 29, July 1648, in Descartes, Philosophical Letters, trans. Anthony Kenny(Minneapolis: University of Minnesota Press, 1981). I am indebted to Deborah Brown for callingmy attention to this passage.
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 mistaken. I also regard as mistaken Descartes’s apparent view that minds mustalways, at all times, be both conscious and thinking or sensing, if they are tocontinue to exist.
 Still, I think that Descartes’s remarks about consciousness as an aspect ofthe nature of mind are worth reflecting upon if one considers consciousness atdifferent levels of mind. In particular, I think that there are interesting issuesabout the relation between intellectual reflexive self-consciousness and ordinaryphenomenal consciousness.14 There are also interesting issues about the relationbetween reflexive consciousness in the activity of thinking (through implicitattachment of I think to thoughts) and consciousness of oneself as intellectualagent.
 This brings me to the second issue from the quoted passage that I wish todiscuss. There is an obscurity in Descartes over the relation between the mentalagent and its agency—between the mind and its thinking. There is no obscurityabout Descartes’s view of the relation between mental substance and its partic-ular contingent thoughts. Descartes is emphatic that the mind and its modes, itsthinking events (whether active or passive), are to be distinguished.15 But thematter is more problematic regarding the relation between mental substance andits principal attribute, thinking—especially inasmuch as thinking is considereda ‘particular nature’ in the individual thinker.
 Neither a field of consciousness, nor reflexive consciousness in the form Ithink, nor whatever else thinking itself might be— is the mental agent. Theagent is a being that engages in such reflexive acts, that has the relevant self-consciousness. To identify the agent with any of these would be to make acategory mistake. An ontological view of mental substance that takes the agentsimply to be entirely exhausted by its principal attribute, thinking, seems tome incoherent. Thinking must be the activity of a categorially distinct agent ofthinking.
 It is clear that Descartes is not committed to mental substances as bare par-ticulars, or as having some further constitution, or stuff, beyond their thinkingnatures. Thinking is the principal essential attribute of the mind. No other essen-tial property is, on his view, needed for the mind to be a substance. Neither thesubstance nor the attribute could exist or be understood without the other, andsubstance is known only through its principal attribute.
 But Descartes speaks of the mind as ‘producing’ thoughts. He often seemsto respect the distinction that I am emphasizing, by writing of the mind as athinking thing. Moreover, as I have noted, he is very firm that particular thoughts,modes (contingent properties), are not the same as the thinking thing, the thinkeror mind that does the thinking in particular cases. On the other hand, there are
 14 See my ‘Reflections on Two Kinds of Consciousness’ (Ch. 18 above).15 Cf. Descartes’s reply to Hobbes’s worry that Descartes had reduced the thinking agent to
 thinking—the second objection in the Third Set of Replies, in Philosophical Writings of Descartes,II, 122–124.
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 passages where he seems to identify thinking, as a principal attribute (essentialproperty) and particular nature, with substance. (Cf. Principles of Philosophy, I,63.) Some scholars have interpreted these passages in a way that risks attributingto Descartes the category mistake that I have warned about.16
 In the passage quoted above, Descartes draws an analogy between thinkingand a flame, which might be taken to suggest that thinking, considered as princip-al attribute, is a process that does not inhere in some further thing, a thinker. Theother analogy, in the passage quoted, between thinking, as a principal attributeof the mind which can take on particular thoughts as modes, and material exten-sion, which as a ‘particular nature’ can take on different shapes, raises similarworries. This analogy seems to leave no room for a further distinction betweenthinking, the attribute, and the mind, as agent—the thing that thinks. For inthe case of the corporeal substance, the principal attribute, material extension,takes on further shapes as contingent modes; but there is no need to distinguishbetween this attribute and a further underlying substance. In my view, althoughreflexive consciousness, as principal attribute of the mind, might take on par-ticular thoughts as contingent modes, reflexive consciousness (I think ) must bethe consciousness of an agent that has such consciousness.
 Descartes’s official account of the distinction between a substance and itsprincipal attribute in the Principles of Philosophy, I, 60, 62, is not much help.In those passages, he discusses three relevant distinctions. First, he cites a realdistinction, which holds between substances, which God could separate. Second,there is a distinction regarding mode, which holds between substances and theircontingent properties or modes. Third, he mentions a conceptual distinction (ordistinction in reason), which holds between a substance and an attribute of thatsubstance without which the substance is unintelligible. Descartes says that thelatter distinction is recognized in our inability to perceive clearly the idea of thesubstance if we exclude from it the attribute in question. This latter distinctionholds between the thinking thing and thinking, its principal attribute construedpresumably as a particular nature in the sense of the letter quoted above. Mentalsubstance and its principle attribute are merely conceptually distinct, or distinctin reason, in this technical sense.
 One might read ‘merely conceptually distinct’ (or ‘distinct in reason’) in away that would require that thinking substance and its principal attribute areexactly the same at the ontological level, only thought about in different ways.This view seems, at least at first blush, to fall into attributing the mistake ofidentifying agent and act, when it is applied to thinking substance.
 The view that the thinking agent can be understood essentially and purelyin terms of its thinking seems to me interesting and characteristically Cartesian.
 16 There is a body of scholarly opinion that takes Descartes to hold that mental substance ‘con-sists’ in its principal attribute. As far as I know, however, the problem that I have been raising hasnot been addressed. For a brief discussion of this construal of Descartes, see Marleen Rozemond,Descartes’s Dualism (Cambridge, Mass.: Harvard University Press, 1998), 8–12.
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 Such a view might resist the move of insisting on conceptual grounds that theagent have a further constitution, one more basic than its thinking.17 But thereremains the need to explicate some distinction between thinking agent and theactivity of thinking. If there is no distinction between substance and principalattribute, indeed some ontological distinction, then Descartes is committed toa category mistake. The problem of making room for a distinction between anact and its agent (hence, in Descartes’s scheme, between mental substance andits principal attribute, thinking) has no analog in the relation between bodilysubstance and its principal attribute, material extension.
 I think that Descartes is in a position to solve this problem, even if he iden-tifies substance and attribute in some ontological sense. The difference betweenthe two principal attributes, material extension and thinking, itself seems toprovide a basis for drawing the categorial distinction that I am after. If theprincipal attribute of a thinker, as a particular nature, is continuous reflexiveself-consciousness, then the attribute itself, as expressed in I think, requires adistinction between thinker (what is indicated by I ) and attribute (what is indic-ated by think). If this conjecture is right, then Descartes’s account of thinking asa particular essential nature yields the desired asymmetry between the principalattributes of material and thinking substances.
 Before leaving this point, I want to say a bit more about Descartes’s concep-tual distinction, or distinction in reason, mentioned above. This is a distinctionthat holds between any substance and its principal attribute. In a letter of about1645, commenting on the distinction, Descartes states that conceptual distinc-tions, or distinctions in reason, must have a ‘foundation in reality’.18 Descartescontrasts conceptual distinctions, or distinctions in reason, with a distinctionmade purely by the mind—a rationis ratiocinantes. Descartes says that hedoes not recognize a rationis ratiocinantes. Traditionally, a purported exampleof this latter sort of distinction would be a distinction between definiens anddefiniendum in a real definition—between man and rational animal, for example.Descartes apparently would say that reason (as opposed to the language) drawsno distinction in this case. Descartes denies that the distinction between sub-stance and principal attribute is a distinction made purely by reason, and claimsthat the distinction has a foundation in reality.
 Descartes seems to associate distinctions in reason with the distinctionbetween essence and existence. In any given case, the essence of a corporealbody and the existence of the same body are for Descartes the same. Althoughthe thought of Peter is different from the thought of humanity, ‘in Peter himself,
 17 This is a move that Sellars pressed. I am not convinced by Sellars’s view. I shall discussthe matter elsewhere. Cf. Wilfrid Sellars, ‘This I or he or it (the thing) that thinks’ (PresidentialAddress, Proceedings of the American Philosophical Association, 1970).
 18 Cf. Descartes, Letter to ***, 1645 or 1646, in Descartes, Philosophical Letters, 187. I owe thisreference and useful discussion of this issue to Lilli Alanen. For discussion of the distinction, seeher ‘On Descartes’ Argument for Dualism and the Distinction between Different Kinds of Beings’,in S. Knuuttila and J. Hintikka (eds.), The Logic of Being (Dordrecht: Reidel, 1986).

Page 448
                        

Descartes on Anti-individualism 433
 being a man is nothing other than being Peter’. Similarly, in a corporeal sub-stance, being an instance of material extension is nothing other than being thecorporeal substance. The essence can, however, be thought about independentlyof the existence. And this difference in thought has a foundation in ‘objectivereality’ inasmuch as the difference in thought contents is not created by reason(it is not a rationis ratiocinantes), but is grounded in objective ways of thinking.
 Descartes’s nominalism about natures prevents him from regarding this dif-ference in ‘objective reality’ as being grounded in an ontology of universalnatures. I am not sure that with his thin nominalistic resources he can give asatisfactory account of the objectivity (or ‘foundation in reality’) of the dis-tinction between substance and attribute—an account of why the distinction inthought is objective. In any case, I think that anti-individualism will requirehim to say more than he does. But as far as I can see, he has the resourcesto avoid the particular incoherence of identifying agent and agency that I havebeen worrying about.
 There remains, of course, the notorious question—pressed by Kant in theParalogisms section of Critique of Pure Reason —as to how, in the context ofhis substance dualism, Descartes individuates individual minds. Suppose thatwe do allow that there is an agent of thought, and (for the sake of argument)that this is the fundamental mind substance. What is it about this agent thatindividualizes it? Not the particular thoughts it thinks. They could be differentwhile the agent remains the same. Not the general attribute of thought. Thatis common to different thinking agents. There is no evidence that Descartesappeals to ‘mental stuff’ . As noted, such an appeal would lose the insight thatmind is deeply different from body. It would miss the role of intentionality andpoint of view in making thinking agents what they are. There is the neo-Kantianroute of demanding a body as a necessary condition for individuating a mind.The arguments for that view are tantalizing, but I do not think them decisive. Atany rate, given his dualism, Descartes cannot appeal to the brain or to ‘external’physical objects to help individuate particular mental substances.
 Is there any way to think coherently about the individuation problem purelyfrom the point of view of Descartes’s version of dualism? Perhaps one shouldtake seriously Descartes’s apparent tack of simply regarding individuation ofparticular minds as primitive: We individuate a mind by conceiving it as an agentof particular mental acts. The same mind could have produced other thoughtsinstead. We count a mind the same by reference to some type of continuity ofa changing point of view. (I would insist that the agent has not only consciousactive thinking, but powers, faculties, concepts, and other mental dispositionsthat are present even when mental activity is not.) I believe that Descartes maybe on to something important in regarding thinkers as consisting not in somespecial sort of stuff, but in particular instances of the special type of agency,power, consciousness, and point of view involved in thinking.
 What is interesting and challenging here is to explain why immaterial consti-tution and bodily constitution are not basic—and why the aforesaid mentalistic
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 features are the basic properties of minds or thinkers. A central challenge for aserious dualism should be to explain why the fundamental sortals can be activ-ity sortals rather than constitution sortals. Another Kantian challenge is to showthat a continuous thinker can be made sense of, using only mentalistic concepts.Whether or not these challenges can be met, I believe that reflection on theseissues has so far not exhausted all possibility of progress. Descartes’s dualismseems to me more interesting than traditional caricatures of it allow.
 I have no interest in reviving a substance dualism, where ‘substance’ is takenin the old-fashioned sense—requiring complete ontological independence fromanything else in the same ontologically basic category. I am not sure that any-thing is a substance in the old-fashioned sense. It is not obvious to me, however,that it is mistaken to suppose that mental agents and their mental powers, acts,and states are in no literal sense physical.
 For the present, I am impressed with anti-individualistic elements inDescartes’s account of mind. I think that anti-individualism is prima facie com-patible with some form of dualism. These are profound historical and substantiveissues that need more development.
 III
 I mentioned earlier that Descartes’s appeal to God and his austere conception ofphysical reality may have played a role in his having so little to say about thedetailed ways in which our thoughts depend for their individuation on particularrelations to aspects of the physical environment. There is much to discuss herethat I will not have space to go into. But I want to make a few remarks aboutDescartes’s conception of physical reality, and of our ways of referring to it. Inmy view, Descartes’s conception of physical reality and of our reference to itis much more different from ours than his conception of mental reality and ofour ways of referring to it.
 Descartes’s conception of the ways we might fall into error is a perpetualchallenge to attempts to answer scepticism.19 He is sensitive to the fact thatsome of our representations are composites of other representations (griffins,satyrs). He challenges us to distinguish the representations that apply to genuinerealities from implicitly composite ones that do not. Moreover, he is aware thatsome of our sensory systems are geared not to detect objects and properties asthey really are, but rather to signal contrasts and changes that are potentially
 19 Normore speculates that I would say that in the ‘Ur Demon world’ all our thoughts are aboutthe demon or about ourselves. He holds that Descartes would say that we have no general thoughtsat all because there are no natures. What I would say depends on a more detailed account of therelation between the demon and us and of how the demon purportedly thinks. I am not committedto disagreeing with Descartes on this matter.
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 relevant to our survival or other practical needs.20 Again he challenges us to dis-tinguish veridical perception from practically useful but epistemically unreliableperception, and objective detection from practically useful sensory signals thatdo not function to detect objective properties at all. These points go very deep.They enrich the sceptic’s arsenal in ways that are often not adequately appreci-ated today. Scepticism is not our primary topic, but some remarks on Descartes’sview of reference to physical reality will enrich our discussion of his relationto anti-individualism.
 Descartes’s view of reference is, as far as I understand it, simpler than mine.I think it too simple. He tends to see unsuccessful reference with kind conceptsas the result of our making, perhaps unconsciously, a fictitious combination outof basic ideas for simple natures or out of parts of simple natures. The ideaof a satyr is a prime example.21 There are, however, other ways of makingreferential errors with kind concepts—ways that Descartes does not seem torecognize. The concept phlogiston does not seem to be a composite built outof representations for simple natures. It is the product of an explanatory theorythat is constitutively dependent not on combination from simpler elements, buton an inference from observational beliefs.
 Descartes might, of course, extend the notion of combination to this case.He might insist that although we may not think that the concept of phlogistonis composite, it nevertheless is. But the notion of composition or combinationwould then seem to be so flexible as not to be very informative. I see no evid-ence that Descartes made use of what we now think of as scientific theoreticalexplanatory inference in his account of concept formation.
 My colleague Calvin Normore holds that Descartes thinks that reference suc-ceeds only when the explanatory cause of the mental event is the same asthe explanatory cause of the content of the mental event (its objective reality).In such a case, the cause is identified with the referent. Whether or not it isDescartes’s view, this view, too, appears to incorporate too simple a causal pic-ture. A Martian scientist could refer to H2O even though he or she bore nocausal relation to H2O and did not bear causal relations to all the factors postu-lated in the theory. Suppose that the scientist has causal relations to oxygen andhydrogen and, despite lacking any experimental causal relation to the particu-lar sort of bonding connection between them, guesses or hypothesizes—nearenough—the correct bonding relation. Then the object of the idea, H2O, is notthe explanatory cause of either the representational content or the mental event.
 20 For a recent discussion of empirical aspects of this point, see Kathleen Akins, ‘Of SensorySystems and the “Aboutness” of Mental States’, The Journal of Philosophy, 93 (1996), 337–372.
 21 I take it that Normore is right that simple natures, for Descartes, do not include human or goatbodies. Although the ontological status of ordinary bodies is obscure, it seems to me that Descartes’ssatyr example in Meditation I is meant to exemplify a primary sort of error. Satyr representationsare made up of parts that veridically apply to the simpler natures. The simpler elements one mostimmediately thinks of (human heads and torsos, goat legs) are not genuinely natures, but can beregarded as such for the sake of illustration. Ultimately the real simple natures are parts of extension.
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 Moreover, there is no straightforward sense in which the cause of the mentalevent is the same as the explanatory cause of its representational content. I donot see that explanations of psychological events and explanations of represent-ational content are likely to track one another—in the simple way that Descartesseems to expect—in the case of complex theorizing.22
 Nothing depends here on the referent’s being a compound. It could be anelement or even a type of elementary particle. A scientist could correctly postu-late and refer to such kinds, without having a causal relation to their instances.Descartes might not have counted particles, elements, or compounds as genuineelements of the world—as simple natures. The paradigm for him is geometric-ally shaped matter. But I do not see that he has the resources to form a plausibleaccount of how we come into a referential relation to actual physical kinds thatwe now recognize as kinds and to which we bear no causal or perceptual rela-tions. The tools of perceptual, or quasi-perceptual, reference and combinationseem inadequate to the task. Descartes may have thought that our only genuinereferential relation to simple natures was quasi-perceptual.
 One might maintain that given Descartes’s austere and simple view of ele-mentary natures and of the ways they relate to one another to form complexes(basically part–whole ways), he can afford to rely on his simple account of refer-ence. Everyone has had causal relations to chunks of matter and to part–wholerelations. Assuming that all geometrically possible combinations are innatelyavailable to our mathematical intuition, perhaps Descartes can hold that it issafe to assume that we bear causal relations to all the genuine constituents andhave access to all the genuine relations needed to form all kinds that we infact have ideas of. Then my objection would be to his ontology, which I shalldiscuss shortly.
 I think that Descartes’s over-simple account of reference is associated withhis seeing all representation as a sort of perception, or a combination of percep-tions. This picture underlies the tendency to see reference to an object or kindas dependent on causal relations to that object, or else ‘combinations’ of rep-resentations each of which bears causal relations to an object. I see Descartesas relying too little on discursive elements in concept formation (and henceconceptual reference)—elements that Kant and Frege emphasized.
 It may seem surprising that Descartes was guided by such a picture, givenhis focus on the mathematicization of nature. The picture was encouraged bya venerable but now dated conception of mathematics. Although Descartes’sunification of geometry and algebra began the process that eventually freedmathematics for a more abstract view of its subject matter, Descartes joined adominant tradition, which ran even into Newton’s early mathematical practiceand motivated Kant’s philosophy of mathematics, of seeing geometry as epistem-ically basic in mathematics. Geometry was supposed to be an abstraction from
 22 I cite such a case in my ‘Other Bodies’, in A. Woodfield (ed.), Thought and Object (Oxford:Oxford University Press, 1982) (Ch. 4. above).
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 our perceptual experience of objects in space. Thus Descartes seems to haveseen the methods of mathematics as quasi-perceptual at their basics, with anattendant abstraction from empirical assumptions of actual existence.23 Descartessaw geometry as studying the shapes of the physical world, with no presumptionthat they were actually materially instantiated.24
 Both mathematics and the use of mathematics in physics have become increas-ingly independent of their geometrical origins. The progressively more abstractconceptions of mathematics and of physical explanation have forced a morecomplex picture of the representation of physical reality. The recognition thatrepresentation and mathematicization of physical reality can be tied to percep-tion in only very loose and complex ways, involving theoretical explanatoryinference, has been forced on us by these developments in the physical andmathematical sciences.25
 Descartes’s difficulty with theoretical reference to physical kinds that onebears no causal relation to was hidden by two elements of his philosophy. Oneis his extremely austere physical ontology, which admits only geometrical formsof matter as simple physical natures. Such an ontology seems to disallow notonly nearly all commonsense macro-objects but even most of the natural kindsof present-day science. The other element is his tendency to blur the distinctionbetween mathematical and physical kinds. Given the austere ontology, he did notneed to worry about the sorts of theoretical kinds that I have mentioned. Givenhis view of physical kinds as being instances of geometrical kinds, he couldbelieve that all the relevant basic kinds are available to perception informed bygeometrical structures. More complicated kinds are constructible by geometricalreasoning from the simpler ones. But Descartes regards even the results ofconstruction ultimately in quasi-perceptual terms rather than in terms of proofor formal construction.26
 It must be said that an analog of the problem that I have raised for Descartesregarding reference to theoretical physical kinds faces us today. Once a moderndistinction between mathematics and physics is in place, one needs to account forreference to mathematical objects (or functions) that are not in any straightfor-ward sense physical properties. We have no causal relations to the objects. I thinkthat we cannot plausibly help ourselves to the idea of a theoretical explanatory
 23 John A. Shuster, ‘Descartes’ Mathesis Universalis, 1619–28’, in Stephen Gaukroger (ed.),Descartes: Philosophy, Mathematics, and Physics (Brignton: Harvester, 1980); Stephen Gaukroger,‘Descartes’ Project for a Mathematical Physics’, ibid. To Descartes’s credit, he came to place lessand less emphasis on the role of images in mathematical thinking.
 24 Descartes, Conversations with Burman, AT X, 160; Descartes’ Conversations with Burman,ed. John Cottingham (Oxford: Clarendon Press, 1976), 23. Cf. Meditations, VI, AT VIII, 79–80.
 25 I believe that representation of most mathematical reality is in principle independent of per-ception, not only for its justification but also for individuation of its content. This is a complex issuethat I will not pursue here.
 26 Cf. Ian Hacking, ‘Leibniz and Descartes: Proof and Eternal Truths’, Proceedings of the BritishAcademy, 59 (1973), 4–16.
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 inference from perceptual references that are grounded causally. Cartesian math-ematical perception of geometrical properties does not seem viable either, as afull account of reference to mathematical objects. Geometry is not a founda-tion for all mathematics. Moreover, pure geometry itself can no longer be seento concern physical space directly. I think that accounting for mathematicalknowledge and mathematical reference requires notions that Descartes did notemploy. It requires notions of objective formal structures that inform thoughtand reason, and rational commitment to entities associated with these formalstructures—a commitment that is implicit in the very practice of mathematicalreasoning. This is a complex matter whose exploration is not in place here.
 My difference with Descartes about reference is, as I have mentioned, asso-ciated with a difference with his conception of physical reality. As I have noted,Descartes has an extremely austere conception of physical reality. For him,physical reality is made up of extension and parts of extension. This is animpoverished conception even of the world of physics. The subsequent historyof physics, beginning with Newton’s recognition of forces as fundamental andcontinuing with the addition of dynamical and field relations to mechanical onesin the nineteenth and early twentieth centuries, has made Descartes’s conceptionseem even more impoverished than it did to his contemporaries. Moreover, I donot accept Descartes’s apparent reduction of physical reality to physics. Thereare chemical and biological kinds that are fundamental natural kinds.
 Equally important, there are ordinary physical kinds that do not fit neatlyinto the sciences; and there are perceptible, artifactual, and social kinds thatDescartes tends to treat as modes, or perhaps even constructs, acceptable ineveryday practical life but unacceptable as basic in a serious account of reality.I take clouds, rainbows, brisket, rocks, the North Sea, arthritis, redness, shad-ows, cracks, rough-texturedness, sounds, cold, sofas, clothes, symphonies, theUnited States—as well as human bodies—to be kinds or individual entitiesthat need not be reduced to parts of extension or of matter or to sequences ofcollections of particles. And they are not mere projections of our minds. Yet allof these are kinds or properties of physical entities, with the possible exceptionof symphonies and the United States.
 My colleague Calvin Normore goes so far as to suggest that Descartesbelieves that we make such kinds in the sense that we ‘project’ ‘principlesof unity’ for them. (I am not convinced by this reading of Descartes, incid-entally. But there is no question that Descartes thought that such objects havesome kind of ontologically secondary status.) Here again, I think that it is amistake to think that such objects or kinds are ‘ideal’ or merely practical. I donot agree that they are in any sense constructed by us. Of course, most artifactsare dependent on our intentionally making them, causing them to come intoexistence more or less according to some plan. Once made, the artifacts arewhat they are, regardless of how we regard them. An amplifier is not a kind ofthing only by courtesy of our ‘projecting’ a principle of unity whose reality liesentirely in our projection.
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 We fix on and represent kinds, features, and relations in the world. Oftenour representations reflect interests and needs special to us. One should not,however, conclude that since we represent a pattern only because it correspondsto some need or interest of ours that the pattern is a product or projection fromour needs or representational abilities. The world is made up of individuals thatinstantiate a rich, hierarchical, cross-quilt of patterns made up of properties, rela-tions, kinds. Science deals with those that submit to explanatory systematizationthat is relatively deep. A pattern, however, is, not less real for being local, or forbeing perceptible only by certain sensory modalities, or for being constitutivelydependent on causal processes that do not fall under the systematic principles ofsome science. It seems to me that it is a mistake to regard reality fundamentallyin terms of law. The unities and similarities that we make use of are for themost part quite independent of us, even where they are of special interest to us,and might be of no interest to some other species.
 Even if Descartes does not hold the sort of conventionalism that Normoreattributes to him (as I suspect he does not), his reductionistic picture of phys-ical kinds is, I think, unacceptable. I believe that Descartes’s view of physicalreality can be seen, in retrospect, to be one of the more flamboyant, thoughin a certain way admirable, products of intellectual hubris. It is no longer arationally warranted view of the physical world. Accepting the variety of typesof concept formation and reference, and the variety of types of physical kindsin the world, calls for a more complex account of the individuation of mentalkinds than Descartes gives. I am inclined to think that Descartes was an anti-individualist, but that because of his simple view of reference and of physicalreality, he did not see it as a challenge worthy of his considerable powers toelaborate the doctrine of anti-individualism. I think that this is one reason whyit is so hard to find clear and determinate statements of anti-individualism in hiswork. It remains a matter of judgment, rather than textual proof, that Descarteswas an anti-individualist.
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 I want to outline some of the main developments in the philosophy of mind inthe last half of the twentieth century.1
 Behaviorism dominated psychology during approximately the same periodthat logical positivism dominated philosophy. The principles of behaviorism areless easily stated than those of logical positivism. It is perhaps better seen asa method that eschewed use of mentalistic vocabulary in favor of terms thatmade reference to dispositions to behavior. Both movements aimed at banishingnonscientific speculation, and forcing theory to hew as closely as possible tomethods of confirmation. Both methodological doctrines came to be seen asrestrictive, even on the practice of science.
 Behaviorism had a run of influence within philosophy. It was a favored viewof some of the later positivists. They made use of the verificationist principleto attempt to dissolve the mind–body problem and the problem of other minds,declaring these problems meaningless. And they appealed to behavioral ana-lyses of mentalistic terms as a way of maintaining strict experimental controlon mentalistic language. The simplistic picture of confirmation associated withthe verificationist principle, a picture that ignored the role of auxiliary hypo-theses, paralleled and abetted the behaviorist blindness to the role of backgroundassumptions in mentalistic attributions. As we shall see, this blindness led to thecollapse of behaviorism.
 In postwar, postpositivistic philosophy, the early logical constructioniststhought that behavioristic language was the most suitable way to ‘reconstruct’mentalistic language in scientific terms. Ordinary-language philosophers purpor-ted to find behavioristic underpinnings for ordinary language. Behaviorism influ-enced positivistic construals of psychology, Quine’s theory of the indeterminacy
 1 This article consists mostly of the second half of my article ‘Philosophy of Language andMind, 1950–1990’, The Philosophical Review, 101 (1992), 3–51. I have added further materialthat concentrates on the last decade of the century. I present a historical overview pitched tononspecialists. The scope of the article has, of course, led to omission of many important topics—forexample, personal identity, action theory, the innateness of mental structures, knowledge of language,the nature of psychological explanation, the nature of concepts, many strands in the mind–bodyproblem, and the legacy of Wittgenstein. I am grateful to Ned Block, Susan Carey, and the editorsof The Philosophical Review for good advice.
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 of translation, Ryle’s work on the concept of mind, and Malcolm’s explicationsof discourse about dreaming and sensations.2 These philosophers shared a tend-ency to think that theorizing in psychology or philosophy of mind shoulddispense with mentalistic vocabulary, or interpret it in nonmentalistic terms,as far as possible. They thought that such vocabulary should be largely replacedwith talk about stimulations and about dispositions to behavior. Some philo-sophers thought that ordinary mentalistic terms could be defined or adequatelyexplicated (for any cognitively respectable purpose) in these latter terms. Othersthought that ordinary mentalistic terms were hopelessly unscientific or philo-sophically misleading, so no real explication was possible.
 The demise of behaviorism in philosophy is less easily attributed to a fewdecisive events than is the fall of logical positivism. There were a series ofinfluential criticisms of behaviorism beginning in the late 1950s and extend-ing on for a decade.3 The main cause of the shift seemed, however, to be agradually developed sense that behaviorist methods were unduly restrictive andtheoretically unfruitful. A similar development was unfolding within psycho-logy, linguistics, and computer science, with an array of nonbehaviorist articlesin the late 1950s and early 1960s.4
 The attempts to provide behavioristic explications of mentalistic terms fellprey to various instances of a single problem. The behavioristic explicationssucceeded only on the implicit assumption that the individual had certain back-ground beliefs or wants. As a crude illustration, consider an explication of beliefas a disposition to assert. Even ignoring the fact that ‘assert’ is not a behavi-oral notion, but presupposes assumptions about mind and meaning, the analysiscould work only with the proviso that the subject wants to express his beliefsand knows what they are. Eliminating these mentalistic background assump-tions proved an impossible task, given behaviorist methodological strictures.
 2 Gilbert Ryle, The Concept of Mind (London: Hutchison, 1949); Norman Malcolm, Dreaming(London: Routledge & Kegan Paul, 1959); W. V. Quine, Word and Object (Cambridge, Mass.: MITPress, 1960).
 3 Roderick Chisholm, Perceiving (Ithaca, NY: Cornell University Press, 1957), ch. 11; PeterGeach, Mental Acts (London: Routledge, 1957), ch. 1; Noam Chomsky, review of Verbal Behavior,by B. F. Skinner, Language, 35 (1959), 26–58, repr. in J. A. Fodor and J. Katz (eds.), The Structureof Language (Englewood Cliffs, NJ: Prentice-Hall, 1964) Hilary Putnam, ‘Brains and Behavior’(1963), in Philosophical Papers, ii (Cambridge: Cambridge University Press, 1975); Jerry Fodor,Psychological Explanation (New York: Random House, 1968).
 4 In psychology: George Miller, ‘The Magic Number 7 Plus or Minus Two: Some Limits onOur Capacity for Processing Information’, Psychological Review, 63 (1956), 81–97; J. Bruner,J. Goodnow, and G. Austin, A Study of Thinking (New York: John Wiley, 1956); G. Miller,E. Galanter, and K. Pribram, Plans and the Structure of Behavior (New York: Holt, Rinehart &Winston, 1960); G. Sperling, ‘The Information Available in Brief Visual Presentations’, Psycho-logical Monographs, 24 (1960); Ulrich Neisser, ‘The Multiplicity of Thought’, British Journal ofPsychology, 54 (1963), 1–14; M. I. Posner, ‘Immediate Memory in Sequential Tasks’, PsychologyBulletin, 60 (1963), 333–349; S. Sternberg, ‘High-Speed Scanning in Human Memory’, Science,153 (1966), 652–654. In linguistics: Noam Chomsky, Syntactic Structures ( The Hague: Mouton,1957). In computer science: A. Newell, J. C. Shaw, and H. A. Simon, ‘Elements of a Theory ofHuman Problem Solving’, Psychological Review, 65 (1958), 151–166.
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 The problem, stated less methodologically, is that mental causes typically havetheir behavioral effects only because of their interactions with one another.
 As behaviorism slipped from prominence in philosophy in the 1950s andearly 1960s, it left two heirs, which gradually formed an uneasy alliance. Oneof these heirs was naturalism. The other was functionalism.
 A doctrine I will call ‘naturalism’ (and sometimes called ‘physicalism’)emerged first as a distinctive point of view in the philosophy of mind in the early1950s. This view maintains two tenets. One is that there are no mental states,properties, events, objects, sensations over and above ordinary physical entit-ies, entities identifiable in the physical sciences or entities that common sensewould regard as physical. The formulation’s vague expression ‘over and above’matches the doctrine’s vagueness: the doctrine does not entail an identity theoryin ontology. It does require some sort of materialism about the mind. Naturalismcoupled this ontological position with an ideological or methodological demand.It demanded that mentalistic discourse be reduced, explained, or eliminated infavor of discourse that is ‘acceptable’, or on some views already found, in thenatural or physical sciences. Thus, we find repeated calls for ‘explaining’ ration-ality or intentionality. In its materialism, naturalism emphasized ontology in away that behaviorism did not. Its ideological program, however, continued thebehaviorist attempt to make psychology and philosophy of mind more scientificby limiting the supposed excesses of mentalism.
 Many of the later logical positivists were naturalists. But issues about mindtended to be submerged in the general positivist program. The mind–bodyproblem began to receive direct attention from a naturalistic point of view inarticles by Quine, Place, and Smart, in the 1950s.5 Place and Smart tried toidentify mental states and events—primarily sensations and after images—withphysical states and events. Smart thought that one could identify types of sen-sations in a ‘topic-neutral’ way that would leave it open whether they werephysical; he then predicted that each type of sensation would turn out to bea neural state of some kind. For example, he paraphrased ‘I am having anafterimage of an orange’ as ‘I am in a state like the one I am in when Iam seeing an orange’. He thought that this translation would overcome anyconceptual obstacles to identifying mental states with physical states. It wouldsidestep, for example, issues about the qualitative properties of afterimages. Sci-ence was supposed to settle the mind–body problem empirically—in favor ofwhat came to be known as type–type identity theory, or central state material-ism.
 During the mid to late 1960s materialism became one of the few orthodox-ies in American philosophy. It is difficult to say why this happened. No single
 5 W. V. Quine, ‘On Mental Entities’ (1952), in The Ways of Paradox (New York: RandomHouse, 1966); U. T. Place, ‘Is Consciousness a Brain Process?’, British Journal of Psychology,47 (1956), 44–50; J. J. C. Smart, ‘Sensations and Brain Processes’, The Philosophical Review, 68(1959), 141–156.
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 argument obtained widespread acceptance. Perhaps the success in biochemistryduring the 1950s in providing some sense of the chemical underpinnings ofbiological facts encouraged the expectation that eventually mental facts wouldreceive a similar explication in neural terms. Moreover, there were some spec-tacular advances in animal neurophysiology during the period.6 Perhaps theattempts of the positivists and behaviorists to make philosophy scientific had asa natural outgrowth the view that philosophical problems would eventually besolved by progress in the natural sciences—with the help of analytical clarific-ation by philosophers. In any case, several philosophers in the 1960s defendedeither some form of the type–type identity theory or some form of elimination-ism (the view that mentalistic talk and mental entities would eventually losetheir place in our attempts to describe and explain the world).7
 The most influential paper of this period was written several years before:Sellars’s ‘Empiricism and the Philosophy of Mind’ (1956). The article is a grandattempt to portray mental episodes as explanatory posits that hold a place in ourconceptual scheme by virtue of their explanatory usefulness.8 Sellars tried toundermine the view that knowledge of one’s own mental events is intrinsicallyposes an obstacle to the empirical discovery that mental events are neural events.Although in my view the argumentation in this paper is not satisfyingly clearor convincing, the picture it paints of the status of mentalistic discourse isprofoundly conceived.
 Whereas materialism became widely accepted during the 1960s, issues sur-rounding naturalism’s ideological demand remained intensely controversial. Put-nam raised a serious objection to type-type identity theories of the sort thatSmart had made popular. He suggested that it is implausible that a sensationlike pain is identical with a single neural state in all the many organisms thatfeel pain, in view of their enormously varied physiologies. He also pointed outthat it is even more implausible to think that any given type of thought—forexample, a thought that thrice 3 is 9 or a thought that one’s present situationis dangerous—is realized by the same physical state in every being that thinksit. Not only the probable existence of extraterrestrials, the variety of higher
 6 J. Y. Lettvin et al ., ‘What the Frog’s Eye Tells the Frog’s Brain’, Proceedings of the Instituteof Radio Engineers, 47 (1959), 1940–1951; D. H. Hubel and T. N. Wiesel, ‘Receptive Fields ofSingle Neurones in the Cat’s Striate Cortex’, Journal of Physiology, 148 (1959), 574–591; Hubeland Wiesel, ‘Receptive Fields, Binocular Interaction, and Functional Architecture in the Cat’s VisualCortex’, Journal of Physiology (London), 160 (1962), 106–154.
 7 The central state identity theory is defended in D. M. Armstrong, A Materialist Theory ofthe Mind (London: Routledge & Kegan Paul, 1968); David Lewis, ‘An Argument for the IdentityTheory’, The Journal of Philosophy, 63 (1966), 17–25. Eliminative materialism, which derives fromQuine, is defended in Paul Feyerabend, ‘Materialism and the Mind–Body Problem’, The Review ofMetaphysics, 17 (1963), 49–66; Richard Rorty, ‘Mind–Body Identity, Privacy, and Categories’, TheReview of Metaphysics, 19 (1965), 24–54; and Daniel Dennett, Content and Consciousness (NewYork: Routledge & Kegan Paul, 1969). Many of these works, and several other significant ones,are collected in O’Connor (ed.), Modern Materialism: Readings on Mind–Body Identity (New York:Harcourt, Brace, and World, 1969).
 8 In Wilfrid Sellars, Science, Perception, and Reality (London: Routledge & Kegan Paul, 1963).
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 animals, and the possibility of thinking robots (a possibility most materialistswere eager to defend), but the plasticity of the brain seemed to make thetype–type identity theory untenable.9 Mental states seemed ‘multirealizable’.Materialism maintained its dominance, but needed a new form. Putnam obser-vation seemed to show that if mentalistic discourse was to be explicated in‘scientifically acceptable’ terms, the terms would have to be more abstract thanneural terms.
 Responses to Putnam’s observation led to a more specific materialist ortho-doxy. The response proceeded on two fronts: ontological and ideological. Mostmaterialists gave up the type–type identity theory in favor of an ontology thatcame to be known as the token identity theory. Although a mental state- orevent-kind was not identified with any one physical (neural) kind, each instanceof a mental state and each particular mental event token was held to be identic-al with some instance of a physical state or with some physical event token.This claim allowed that the occurrence of a thought that thrice 3 is 9 couldbe identical with the occurrence of one sort of physical event in one per-son, whereas a different occurrence of the same kind of thought could beidentical with the occurrence of a different sort of physical event in anotherperson.
 Although this ontological position is still widely maintained, no one argumentfor it has gained wide acceptance. The commonest consideration adduced in itsfavor is its supposed virtue in simplifying our understanding of mind–bodycausation. Davidson gave a profound but controversial apriori argument alongthese lines.10 He held, first, that there are causal relations between mental andphysical events; second, that causal relations between events must be backedby laws of a complete, closed system of explanation (‘backed’ in the sense thatthe predicates of the laws must be true of the events that are causally related);third, that there are no psycho-physical or purely mentalistic laws that form acomplete, closed system of explanation. He concluded that since there can be nopsycho-physical or mentalistic laws that would provide the relevant backing forthe causal relations between mental and physical events, there must be purelyphysical laws that back such relations. This is to say that physical predicatesapply to mental events—that mental events are physical.
 Davidson has not been ideally clear or constant in formulating and arguingfor the third premise. But given the conception of ‘complete, closed system’that he usually adverts to, this premise seems plausible. The second premise ismore doubtful. I do not think it apriori true, or even clearly a heuristic principleof science or reason, that causal relations must be backed by any particular kind
 9 Hilary Putnam, ‘The Nature of Mental States’ (1967), in Philosophical Papers, ii; NedBlock and Jerry Fodor ‘What Psychological States Are Not’, The Philosophical Review, 81 (1972),159–181.
 10 Donald Davidson, ‘Mental Events’ (1970), in Essays on Actions and Events (Oxford: ClarendonPress, 1980).
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 of law. I think that we learn the nature and scope of laws (and the varietyof sorts of ‘laws’) that back causal relations through empirical investigation.It is not clear that psycho-physical counterfactual generalizations—or nonstrict‘laws’—cannot alone ‘back’ psychophysical causal relations.
 Most philosophers accepted the token identity theory as the simplest accountthat both reconciled materialism with multirealizability and raised no metaphys-ical issues about mind–body causation. Insofar as the view rests on the hopeof finding empirical correlations between types that would inductively supporttoken identities, however, it seems highly speculative. Some philosophers adop-ted an even more liberal materialism. They held, roughly, that although aninstance of a mental event kind may not be an instance of a physical natur-al kind, they are always constituted of events that are instances of physicalnatural kinds.11
 In any case, materialism in one form or another has widespread supportamong North American philosophers, largely on grounds of its supposed virtuesin interpreting causation between mental and physical events. There is a vaguesense abroad that alternatives amount to superstition. One common idea is thatthere is some intrinsic mystery in seeing mental events, imagined as nonphysical,as interacting with physical events. Descartes thought this too; and perhapsthere was some plausibility to it, given his conceptions of mental and physicalsubstance. But Cartesian conceptions of substance are not at issue nowadays,and the exact nature of the problem in its modern form needs clearer articulationthan it is usually given.
 A better-reasoned argument along these lines goes as follows. Macrophysicaleffects depend on prior macrophysical states or events according to approx-imately deterministic patterns described by physical laws. Mental causes oftengive rise to physical movements of human bodies. If such causation did notconsist in physical processes, it would yield departures from the approximatelydeterministic patterns described by physical laws. It would interfere with, dis-rupt, alter, or otherwise ‘make a difference’ in the physical outcomes. But thereis no reason to think that this occurs. Physical antecedent states seem to sufficefor the physical effects. Appeal to mentalistic causation that does not consist inphysical causation appears, on this reasoning, to invoke physically ungroundedcausation that requires us to doubt the adequacy of current forms of physicalexplanation, even within the physical realm. Not surprisingly, such invocationis widely thought to be unattractive.
 11 Geoffrey Hellman and Frank Wilson Thompson, ‘Physicalist Materialism’, Nous, 11 (1977),309–345; Richard Boyd, ‘Materialism without Reductionism: What Physicalism Does Not Entail’, inNed Block (ed.), Readings in Philosophy of Psychology, i (Cambridge, Mass.: Harvard UniversityPress, 1980). Another source of reformulations of materialism has been the discussion of super-venience principles. Cf. Jaegwon Kim, ‘Causality, Identity, and Supervenience in the Mind–BodyProblem’, Midwest Studies in Philosophy, 4 (1979), 31–50. It is worth noting, however, that super-venience of the mental on the physical does not entail materialism.
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 This reasoning—and other parallel arguments focusing on the effect of phys-ical processes on mental states—has some force, perhaps enough to nourishmaterialism indefinitely. But I think that materialism merits more scepticismthan it has received in North American philosophy during the last two decades.At any rate, the argument just outlined is not as forceful as it may appear.
 Why should mental causes of physical effects interfere with the physical sys-tem if they do not consist in physical processes? Thinking that they must surelydepends heavily on thinking of mental causes on a physical model—as providingan extra ‘bump’ or transfer of energy on the physical effect. In such a context,instances of ‘overdetermination’—two causes having the same effect—mustseem to be aberrations. But whether the physical model of mental causationis appropriate is part of what is at issue. Moreover, the sense in which mentalcauses must ‘make a difference’ if they do not consist in physical processes is inneed of substantial clarification. There are many ways of specifying differencesthey do make that do not conflict with physical explanations.
 It seems to me that we have substantial reason, just from considering mental-istic and physicalistic explanatory goals and practice—before ontology is evenconsidered—to think that mentalistic and physicalistic accounts of causal pro-cesses will not interfere with one another. They appeal to common causes (inexplaining the physiology and psychology of cognitive processes, for example)and common or at least constitutively related effects (in physiological andpsychological explanations of an instance of a man’s running to a store, forexample). It seems to me perverse, independently of ontological considerations,to assume that these explanations might interfere with one another. They maketoo few assumptions about one another to allow such an assumption.
 There are surely some systematic, even necessary, relations between mentalevents and underlying physical processes. It seems overwhelmingly plausiblethat mental events depend on physical events in some way or other. But constitu-tion, identity, and physical composition are relations that have specific scientificuses in explaining relations between entities invoked in physical chemistry andbiochemistry. These relations so far have no systematic use in nonmetaphysical,scientific theories bridging psychology and neurophysiology. They seem to meto be just one set of possibilities for accounting for relations between entitiesreferred to in these very different explanatory enterprises. Where science doesnot make clear use of such relations, philosophy should postulate them withsome diffidence.
 The apparent fact that there are no gaps in physical chains of causation andthat mental causes do not disrupt the physical system is perhaps ground for somesort of broad supervenience thesis—no changes in mental states without somesort of change in physical states. But the inference to materialism is, I think,a metaphysical speculation that has come, misleadingly, to seem a relativelyobvious scientific-commonsensical bromide.
 The issue of mind–body causation is extremely complex and subtle. In recentyears, this issue has become an object of intense interest. Much of the discussion
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 concerns ‘epiphenomenalism’.12 The causal picture that motivates materialismis so firmly entrenched that many philosophers have come to worry that mental‘aspects’ of events really do not ‘make a difference’: Maybe mental ‘aspects’ orproperties are causally inert and just go along for a ride on physical propertiesof physical events, in something like the way that relations between pheno-typal properties of parents and their offspring ride inertly and parasitically onunderlying causal relations characterized by the genetic properties of parentsand offspring. I think that these worries can be answered, even within a mater-ialist framework. But I think that the very existence of the worries is the mainpoint of philosophical interest. The worry about epiphenomenalism is, in myview, a sign that materialist theories have done a poor job of accounting forthe relation between mind–body causal interaction and mentalistic explanation.They have done little to account for the fact that virtually all our knowledgeand understanding of the nature and existence of mental causation derives frommentalistic explanations, not from nonintentional functionalist or neurologicalaccounts.13
 We determine the nature of the causation, and the sort of laws or law-likegeneralizations that accompany it, by scrutinizing actual explanations in psycho-logy and ordinary discourse. If there turned out to be no clear sense in whichmental events fell under predicates that are uncontroversially physical, then itwould seem reasonable to count the mental events nonphysical. As far as I cansee, there is no reason to be anything but relaxed in the face of this possibility.I see no powerful, clearly articulated reason for worrying about the existenceof mind–body causation, or the gaplessness of chains of physical events, if thispossibility were realized. What counts in supporting our belief in mind–bodycausation is the probity of mentalistic explanations. As long as they are inform-ative and fruitful, we can assume that they are relating genuine events, whatevertheir metaphysical status.
 Otherwise put: The theme in naturalism that deserves the status of orthodoxyis not its materialism and not its demand that mentalistic discourse be given someideologically acceptable underpinning. It is its implicit insistence that one notcountenance any form of explanation that will not stand the scrutiny of scientificand other well-established, pragmatically fruitful methods of communal checkand testing. (More crudely, it is the opposition to miracles and to postulationof unverified interruptions in chains of causation among physical events.) Butthe relevant methods are to be drawn from reflection on what works in actual
 12 Cf., e.g., Jaegwon Kim, ‘Epiphenomenal and Supervenient Causation’, Midwest Studies inPhilosophy, 9 (1984), 257–270; Ernest Sosa, ‘Mind–Body Interaction and Supervenient Causation’,ibid. 271–281; Ned Block, ‘Can the Mind Change the World?’, in G. Boolos (ed.), Meaning andMethod: Essays in Honor of Hilary Putnam (Cambridge: Cambridge University Press, 1990).
 13 The lack of attention to our source of knowledge of mental causation is one reason why therehas recently been a small outpouring of worries among materialists that a form of epiphenomen-alism—the view that mentalistic properties or descriptions are causally irrelevant—must be takenseriously.
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 explanatory practice, not from metaphysical or ideological restrictions on thesepractices. These points are subject to various interpretations. But I think thattaking them seriously motivates less confidence in materialist metaphysics thanis common in North American philosophy.
 I have been discussing ontological responses to Putnam’s observation thatvarious kinds of physical states could be, and are, associated with mental statesof a given type. The ideological response to Putnam’s observation was the devel-opment of a new paradigm for indicating how mental states could be given iden-tifications in nonmentalistic terms. Philosophers looked not to neurophysiologybut to computer programming as a source of inspiration. Identifying a mentalstate with some sort of abstract state of a computer appeared to avoid the prob-lems of identifying mental kinds with neural kinds. And unlike the nonreductiveforms of token-identity materialism, it promised means of explaining mentalisticnotions in other terms, or at least of supplementing and illuminating mentalisticexplanation. Most philosophers found the terms of this supplementation compat-ible with materialism. This new account came to be known as functionalism.14
 The guiding intuition of functionalism was that what entirely determineswhat kind of state or event a mental state or event is, is its place in a causal orfunctional network in the mental life of the individual. The original stimulus tothis view was a proposed analogy between the mind and a computer program. Tospecify such a program, one needed to specify possible inputs into the system,the operations that would pass the machine from one state to another, the statesthat the machine would pass through, and the output of the machine, given eachpossible input and given the states it was already in. The machine might be eitherdeterministic or probabilistic. On most versions of functionalism, the internalstates were to be specified purely in terms of their ‘place’ in the system of inputand output—in terms of the possible dependency relations they bore to otherstates and ultimately to input and output. Input and output were to be specifiedin nonintentional, nonmentalistic terms. Types of mental states and events weresupposed to be determined entirely by the relations of functional dependencywithin the whole system of input and output.
 The notion of determination is subject to three main interpretations. One, theleast ambitious and least reductive, claims only that each mental kind super-venes on a place in the functional system, in the sense that the individualwould be in a different kind of mental state if and only if he were not in the
 14 Cf. A. M. Turing, ‘Computing Machinery and Intelligence’, Mind, 59 (1950), 433–460. Tur-ing’s article provided an impetus and a vivid illustration of the computer paradigm, but it was itselfan expression of behaviorism about the mind. The papers that inspired machine functionalism wereHilary Putnam’s ‘Minds and Machines’ (1960), ‘Robots: Machines or Artificially Created Life?’(1964), and ‘The Mental Life of Some Machines’ (1967), in Philosophical Papers, ii. Putnam statesan explicitly functionalist view in ‘The Nature of Mental States’ (1967), but the idea is not far fromthe surface of his earlier papers. A type of functionalism less tied to computers was proposed inLewis, ‘An Argument for the Identity Theory’ (1966), and Armstrong, A Materialist Theory of theMind.

Page 464
                        

Philosophy of Mind: 1950–2000 449
 functional state corresponding to that kind. The other two purport to say whatmental kinds ‘consist in’. One version (‘analytic functionalism’) claims that afunctionalist specification of such relations explicates the meaning of mentalisticterms. Another (‘scientific functionalism’) makes the lesser claim that such aspecification gives the true essence of mental kinds, in something like the waythat molecular constitution gives the true essence of a natural kind like water.Both of these latter two versions claim that functionalist discourse provides the‘real explanatory power’ latent in mentalistic explanation.15.
 Analytic and scientific functionalism are clearly liberalized heirs to behavior-ism. They share with behaviorism the insistence on nonintentional specificationsof input (stimulus) and output (response), and the belief that mentalistic explan-ation is somehow deficient and needs a nonmentalistic underpinning. They alsoexpand on the behaviorist idea that mental states are individuated partly in termsof their relations. Whereas behaviorists focused largely on relations to behavior,functionalists included relations to other mental states, and relations to stimu-lating input into the system. This is an insight already present in Frege, whoclaimed that sense is inseparable from a network of inferential capacities.
 It has been common to combine functionalism with token-identity materi-alism. Functionalism was supposed to provide insight into the nature of men-tal kinds, whereas token-identity materialism provided insight into the natureof mental particulars—into the instantiation of the mental kinds in particularindividuals. The computer analogy seemed compelling to many: mentalistic dis-course was a sort of gloss on an underlying network functional flow chart,which was ultimately realized in different physical ways in different machinesor organisms. Thus neural descriptions were seen as lying at the bottom of athree-level hierarchy of descriptions of the same human subject.
 The functionalist position—in its least reductionist garb—was given distinct-ive form by Fodor. Fodor maintained that the intentional content of propositionalattitudes is irreducible via functionalist specifications. But he held that such con-tent is expressed by inner mental representations that have syntactic properties,inner words and sentences that were presumed to be instantiated somehow inthe brain. Fodor further claimed that mental representations have their causalroles in virtue of their formal or syntactic properties, and that the input andoutput of functionalist specifications should be seen as symbols.16 This picture
 15 The nonreductive version is the least common. It is expressed in the introduction of JerryFodor’s RePresentations (Cambridge, Mass.: MIT Press, 1981), but he maintains it neither verylong before nor very long after. The analytic version may be found in Armstrong, A MaterialistTheory of Mind ; David Lewis, ‘Psychophysical and Theoretical Identification’, Australasian Journalof Philosophy, 50 (1972), 249–258; Sydney Shoemaker, ‘Functionalism and Qualia’ (1975), in hisIdentity, Cause and Mind (Cambridge: Cambridge University Press, 1984). Putnam proposed thescientific version in ‘The Nature of Mental States’. A view more instrumentalist than functionalistbut which bears broad comparison appears in Daniel Dennett, ‘Intentional Systems’, The Journal ofPhilosophy, 68 (1971), 87–106.
 16 Jerry A. Fodor, The Language of Thought (New York: Cravell, 1975) and RePresentations.Cf. also Hartry Field, ‘Mental Representation’, Erkenntnis, 13 (1978), 9–61.
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 brought the functionalist tradition into line with a fairly literal interpretationof the computer analogy: psychological explanation was modeled on proofs orother types of symbol manipulation by a digital computer. The causal aspects ofpsychological explanation were to be understood in terms of the physical rela-tions among the particular neural states or events that instantiated the symbolicrepresentations.
 Something like this picture had been proposed by Sellars.17 But Fodor presen-ted his view as an interpretation of work in psycholinguistics and cognitivepsychology. To many it gained plausibility because of its appeal to specific sci-entific practices. The picture and its relation to psychological theory are still verymuch in dispute.18 Fodor’s work drew attention from linguists, psychologists,and computer scientists. It also benefited from and helped further a significantshift in the degree to which the details of scientific practice were seen to berelevant to philosophical problems about mind.
 Until the mid to late 1970s most philosophy in this area was carried on ina relatively apriori analytic spirit. Even those philosophers, such as type–typeidentity theorists or sceptics about mental states, who purported to take scienceas a model for philosophy of mind had little to say about the theories of anyscience. They saw themselves as freeing philosophy from obstacles to scientificprogress (whose direction was often predicted with considerable confidence).This was true not only of the philosophy of mind, but of much of the rest ofphilosophy—even much of the philosophy of natural science, with the exceptionof historical work in the tradition of Thomas Kuhn.19 It is an interesting ques-tion why such a shift occurred. A similar shift occurred in the philosophies ofscience and mathematics. Both disciplines undertook much more concentrateddiscussions of a wider variety of the details of scientific practice, beginningabout fifteen years ago.20 Philosophizing about biology, a science that had not
 17 Wilfrid Sellars, ‘Some Reflections on Language Games’ (1954), in Science, Perception andReality. Cf. also Gilbert Harman, Thought (Princeton: Princeton University Press, 1973).
 18 For opposition from different angles to the computer analogy or to other aspects of thelanguage-of-thought hypothesis, see Paul M. Churchland, Scientific Realism and the Plasticity ofMind (Cambridge: Cambridge University Press, 1979); Christopher Peacocke, Sense and Content(Oxford: Clarendon Press, 1983); Stephen Stich, From Folk Psychology to Cognitive Science (Cam-bridge, Mass.: MIT Press, 1983); Robert Stalnaker, Inquiry (Cambridge, Mass.: MIT Press, 1984);Daniel Dennett, The Intentional Stance (Cambridge, Mass.: MIT Press, 1987); Paul Smolensky, ‘Onthe Proper Treatment of Connectionism’, The Journal of Behavioral and Brain Sciences, 11 (1988),1–74.
 19 T. S. Kuhn, The Structure of Scientific Revolutions (Chicago: University of Chicago Press,1962).
 20 The change in the philosophy of physics was foreshadowed by early articles of HilaryPutnam’s—e.g. ‘An Examination of Grunbaum’s Philosophy of Geometry’ (1963), ‘A PhilosopherLooks at Quantum Mechanics’ (1965), both in Philosophical Papers, i (Cambridge: CambridgeUniversity Press, 1975). But it caught on and received new impetus with the articles of JohnEarman—e.g. ‘Who’s Afraid of Absolute Space?’, Australasian Journal of Philosophy, 48(1970), 287–319. For an overview of broadly analogous changes in the philosophy of mathem-atics, see Thomas Tymoczko (ed.), New Directions in the Philosophy of Mathematics (Boston:Birkhauser, 1985).
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 conformed to positivist conceptions of law and explanation, came to prominencein this period.
 Perhaps it took two decades for the criticisms of positivism to be digestedsufficiently for a more open-minded consideration of the actual practice of thesciences to develop. In any case, interest in the details of psychology should beseen in the context of intellectual movements outside the scope of this essay.
 The demise of behaviorism might similarly be viewed as requiring a periodof assimilation before psychology could be considered a worthwhile object ofphilosophical reflection. Of course, there was a more positive side to the recon-sideration of the practice of psychology. The computer paradigm was a naturalobject of interest. The continuing success of Chomsky’s program in linguistics,coupled as it was with claims that it was a part of a psychology of the mind,made philosophers increasingly interested in mentalistic psychology. And anintellectually substantial cognitive and developmental psychology, and psycho-linguistics, offered new forms to questions relevant to traditional philosophicalissues: the role of intentional content in explanation, the mind–body problem,differences between the natural and the human sciences, the relation betweenlanguage and thought, the innateness and universality of various conceptual andlinguistic structures, the scope and limits of human rationality.
 How much the reflection on psychology will enrich and advance philosophicalinquiry remains an open question. Quite a lot of the work in this area seems to mevery unreflective. It is at best rare that scientific practice answers philosophicalquestions in a straightforward way. But philosophy has traditionally given andreceived aid in the rise of new sciences or new scientific paradigms.
 Let us return to functionalism. Although functionalism has enjoyed substantialsupport—at least among specialists in the philosophy of mind—it has not lackeddetractors. The analytic and scientific versions of functionalism have alwaysbeen afflicted with a programmatic, unspecific character that has seemed tomany to render them unilluminating as accounts of particular mental kinds.
 There are more specific criticisms. Many philosophers find the application ofany form of functionalism to sensations like pain or color sensations implausible.For them, the causal relations of the sensations seem less fundamental to theircharacter than their qualitative aspects.21
 Searle mounted a controversial argument, similar to some of those directedagainst the applicability of functionalism to qualitative aspects of sensations,
 21 Criticism of this aspect of functionalism may be found in Ned Block, ‘Troubles with Func-tionalism’, in C. W. Savage (ed.), Minnesota Studies in the Philosophy of Science, ix (Minneapolis:University of Minnesota Press, 1978), and ‘Are Absent Qualia Impossible?’ The PhilosophicalReview, 89 (1980), 257–274. An influential article with a different, but related, point is ThomasNagel, ‘What Is It Like to Be a Bat?’, The Philosophical Review, 83 (1974), 435–450. Cf. alsoFrank Jackson, ‘Epiphenomenal Qualia’, Philosophical Quarterly, 32 (1982), 127–136. The numer-ous defenses of functionalism on this score include Sydney Shoemaker, ‘Functionalism and Qualia’and ‘Absent Qualia are Impossible—A Reply to Block’, in Identity, Cause and Mind ; and DavidLewis, ‘Mad Pain and Martian Pain’ (1980), in his Philosophical Papers, i (New York: OxfordUniversity Press, 1983).
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 to show that functionalism could not account for any propositional attitudes.He postulated a room in which stations are manned by a person who does notunderstand Chinese, but who memorizes the Chinese words of given instruc-tions. These stations are postulated to correspond to the stages of processinga language. The person is able to produce appropriate Chinese sentences asoutput, given any Chinese sentence as input. Searle claimed that although thesystem could be set up to meet the functionalist requirements for understandingChinese, there is no understanding of Chinese in the room. Most opponentsclaim that the whole system can be credited with understanding Chinese. Searlefinds this reply unconvincing.22
 A more complex issue concerns the specific formulation of a functionalistaccount. Clearly, people can share meanings and many beliefs even thoughthey maintain very different theories about the world. Maintaining differenttheories entails making different inferences, which correspond to different causalrelations among the different sets of mental states associated with the theories.So not just any network of causal relations among mental states and eventscan be relevant to a functional account, on pain of counting no one as sharingany beliefs or meanings. One needs to find a network that is common to all thepossible inference networks and theories in which any given belief (or meaning)might be embedded. But it is very difficult to imagine there being such commoncausal networks for each given belief (or meaning).23
 Another approach to understanding intentional content and mental kindsdeveloped out of the work on reference. That work showed that proper namesand natural kind expressions could succeed in referring even though the speak-er’s knowledge of the referent was incomplete or defective. Reference dependsnot just on background descriptions that the speaker associates with the relevantwords, but on contextual, not purely cognitive relations that the speaker bearsto entities that a term applies to.
 The work on reference is relevant to the meaning of terms and to the identityof concepts. For the meaning of a wide range of nonindexical terms and thenature of a wide range of concepts are dependent on the referent or range ofapplication in the sense that if the referent were different, the meaning of theterm, and the associated concept, would be different. (Here let us simply takeconcepts to be elements in the intentional contents of propositional attitudes,elements that have referential aspects.) For example, different meanings or con-cepts would be expressed by the wordforms ‘chair’ and ‘arthritis’ if the wordforms did not apply exactly to chairs and to instances of arthritis.
 22 John Searle, ‘Minds, Brains, and Programs’, The Behavioral and Brain Sciences, 3 (1980),417–424. Searle’s argument is anticipated in Ned Block, ‘Troubles with Functionalism’.
 23 These problems have long been recognized. But as with some of the fundamental difficultieswith positivism, such recognition does not always convince proponents of a program to give itup. For a summary of some of these problems, see Hilary Putnam, Representation and Reality(Cambridge, Mass.: MIT Press, 1988).
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 The points about reference can be extended to many such terms and concepts.An individual can think of a range of entities via such terms and concepts eventhough the thinker’s knowledge of the entities is not complete enough to pickout that range of entities except through the employment of those terms andconcepts. What the individual knows about the range of entities—and henceabout those many meanings or concepts whose identities are not independent oftheir referential range of applications—need not provide a definition that distin-guishes them from all other (possible) meanings or concepts. So the meaningsof many terms—and the identities of many concepts—are what they are eventhough what the individual knows about the meaning or concept may be insuffi-cient to determine it uniquely. Their identities are fixed by environmental factorsthat are not entirely captured in the explicatory or even discriminatory abilit-ies of the individual, unless those discriminatory abilities include application ofthe concept itself. Since most propositional attitudes, like specific beliefs, arethe kinds of mental kinds that they are because of the meanings, concepts, orintentional contents that are used to specify them, the identities of many men-tal kinds depend on environmental factors that are not entirely captured in the(nonintentionally specified) discriminatory abilities of the individual. I have justdeveloped one motivation for what is called ‘anti-individualism’.
 Anti-individualism is the view that not all of an individual’s mental statesand events can be type-individuated independently of the nature of the entitiesin the individual’s environment. There is, on this view, a deep individuativerelation between the individual’s being in mental states of certain kinds and thenature of the individual’s physical or social environments.
 Anti-individualism was supported not only through abstract considerationsfrom the theory of reference, but also through specific thought experiments. Forexample, one can imagine two individuals who are, for all relevant purposes,identical in the intrinsic physical nature and history of their bodies (describedin isolation of their environments). But the two individuals can be imagined tohave interacted with different metals (one aluminum, one an aluminum look-alike) in their respective environments. The metals need resemble one anotheronly to the level of detail that the two individuals have noticed. The individualsknow about as much about the metals as most ordinary people do, but neithercould tell the difference if given the other metal. In such a case, it seems thatone individual has thoughts like aluminum is a light metal, whereas the otherindividual (lacking any access to aluminum, even through interlocutors) hasanalogous thoughts about the other metal. Similar thought experiments appearto show that a person’s thoughts can be dependent on relations to a socialenvironment as well as a purely physical one. Some environmental dependenceor other can be shown for nearly all empirically applicable terms or concepts.24
 24 Tyler Burge, ‘Individualism and the Mental’, Midwest Studies in Philosophy, 4 (1979),73–121; ‘Other Bodies’, in A. Woodfield (ed.), Thought and Object (Oxford: Oxford UniversityPress, 1982); ‘Intellectual Norms and Foundations of Mind’, The Journal of Philosophy, 83 (1986),
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 The thought experiments made trouble for the standard forms of function-alism, which limited specifications of input and output to the surfaces of theindividual. The thought experiments suggested that all an individual’s internalfunctional transactions could remain constant, while his mental states (counter-factually) varied. Some philosophers proposed extending the functional networkinto the physical or social environments. Such a proposal reduces the relianceon the computer paradigm and requires a vastly more complex account. Themain problems for it are those of accounting for (or specifying an illuminatingsupervenience base for) the notions of meaning, reference, and social depend-ence, in nonintentional terms. These are tasks commonly underestimated, in myview, because of the programmatic nature of the functionalist proposals.
 Most philosophers seem to have accepted the thought experiments. But thereremains disagreement about how they bear on mentalistic explanation, especiallyin psychology. Some have held that no notion of intentional content that is asdependent for its individuation on matters external to the individual could servein explaining the individual’s behavior. Many of these philosophers have triedto fashion surrogate notions of content or of ‘mental’ states to serve explanatorypurposes. Others have maintained that such positions are based on mistakes andthat the ordinary notions of intentional content and mental state can and do playa role in ordinary explanation and explanation in psychology. The debate con-cerns the interpretation of actual psychological practice and the relation betweenpsychological explanation and explanation in other sciences.25
 In my view, however, the main interest of the thought experiments lies intheir giving new forms to many old issues. The arguments for anti-individualismare new. But the broad outline of the conclusion that they support is not. It is
 697–720; ‘Cartesian Error and the Objectivity of Perception’, in R. Grimm and D. Merrill (eds.),Contents of Thought ( Tucson: University of Arizona Press, 1988); ‘Wherein is Language Social?’,in A. George (ed.), Reflections on Chomsky (Oxford: Basil Blackwell, 1989) (Chs. 5, 4, 10, 7, 11above). The thought experiments use the methodology set out in Hilary Putnam, ‘The Meaning of“Meaning” ’ (1975), in Philosophical Papers, ii. Putnam’s argument, however, was not applied tointentional elements in mind or meaning. In fact, it contained remarks that are incompatible withanti-individualism about mental states. Much in subsequent papers is, however, anti-individualistic.Cf. ‘Computational Psychology and Interpretation Theory’, in Philosophical Papers, iii (Cambridge:Cambridge University Press, 1983); Representation and Reality, ch. 5. But ambivalences remain.Cf. ibid, 19–22.
 25 For versions of the former approach, see Stephen White, ‘Partial Character and the Lan-guage of Thought’, Pacific Philosophical Quarterly, 63 (1982), 347–365; Stephen Stich, ‘Onthe Ascription of Content’, in Thought and Object ; Jerry Fodor, Psychosemantics (Cambridge,Mass.: MIT Press, 1987); Brian Loar, ‘Social Content and Psychological Content’, in Grimm andMerrill (eds.), Contents of Thought. For defenses of anti-individualistic conceptions of psycho-logy, see Fred Dretske, Knowledge and the Flow of Information (Cambridge, Mass.: MIT Press,1981); Tyler Burge, ‘Individualism and Psychology’, The Philosophical Review, 95 (1986), 3–45(Ch. 9 above), and ‘Individuation and Causation in Psychology’, Pacific Philosophical Quarterly,70 (1989), 303–22 (Ch. 14 above); Lynne Rudder Baker, Saving Belief (Princeton: Princeton Uni-versity Press, 1987); and Robert Stalnaker, ‘On What’s in the Head’, Philosophical Perspectives, 8(1989), 287–316.
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 clearly maintained by Aristotle, Hegel, and Wittgenstein, and arguably presentin Descartes and Kant.26 Emergence of an old doctrine in a new form is asource of vitality in philosophy. Issues about self-knowledge, skepticism, aprioriknowledge, personhood, the nature of meaning, the mind-body problem, areall deeply affected by considerations about necessary, individuative relationsbetween an individual’s mind and his environment. The line of developmentfrom the anti-descriptivist theories of reference to anti-individualist accounts ofmind promises, I think, to enrich traditional philosophy.
 In the last decade of the twentieth century, the relation between anti-individu-alism and other issues in philosophy came under intense scrutiny. I will discusstwo areas that fall under this general heading. One is perception and percep-tual thought. The other is self-knowledge. The decade was also marked by theemergence of widespread reflection on qualitative aspects of the mental, and onthe nature of consciousness.
 I begin with the two issues associated with anti-individualism. The first con-cerns issues about singular de re aspects of representation. I touch on twoissues within this sub-area, both having to do with the nature of perceptualrepresentation.
 In Languages of Art, Nelson Goodman developed an account of the ‘syntax’of pictorial representation that distinguishes it from propositional representa-tion. Many have thought that Goodman’s work points toward an account ofnonpropositional form for perceptual representation. Roughly, Goodman coun-ted nonpropositional representations—particularly drawings—as analog repres-entations. Analog representations are analog if (for relevant purposes) dense.Representations are dense if between any two types there is a third. An asso-ciated idea is that in analog representations, every discernible difference in therepresentational medium makes a representational difference. There is muchthat is not right about Goodman’s account, even for pictures. Still, many havethought that Goodman was on to an important distinction between perceptualand conceptual (propositional) representation, particularly regarding the secondidea. Others pursued a similar path independently.27
 26 Descartes’s Demon hypothesis is paradigmatically individualistic. But Descartes thought thatthe hypothesis was incoherent. His causal argument for the existence of the physical world (inMeditation VI) and his principle that the reality of ideas cannot exceed the reality of their objectsare anti-individualistic in spirit. The question of whether Descartes was an individualist is verycomplex and entangled with his views about God. As regards Kant, the Refutation of Idealism(Critique of Pure Reason, B 274 ff.) contains a fundamentally anti-individualistic strategy. But theoverall question of how to interpret Kant with regard to anti-individualism is, again, very complex,since it is bound up with the interpretation of his transcendental idealism.
 27 Nelson Goodman, Languages of Art (Indianapolis: Bobbs-Merrill, 1968); John Haugeland,‘Analog and Analog’, Philosophical Topics, 12 (1981), 213–226; Fred Dretske, Knowledge and theFlow of Information (Oxford: Blackwell, 1981); Gareth Evans, The Varieties of Reference (Oxford:Oxford University Press, 1982); Christopher Peacocke, ‘Perceptual Content’, in J. Almog, J. Perry,and H. Wettstein (eds.), Themes from Kaplan (Oxford: Oxford University Press, 1989); idem, AStudy of Concepts (Cambridge, Mass.: MIT Press, 1992).
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 Making the distinction in a clear and psychologically relevant way resistssimple stories. There is the following baseline point that functions as a chal-lenge: seemingly any representational content can be mimicked by or convertedinto propositional form. What distinguishes (some particular form of) nonpro-positional, nonconceptual representational content? Since perception seems bothto indicate particulars and to categorize them in certain ways, one has a primafacie analog of subject–predicate form implicit in perception.
 Some have claimed that one cannot make sense of representation that playsa role in epistemology unless one takes the representation to be propositionaland thus capable of yielding reasons.28
 I believe that the position that distinguishes perceptual from conceptualrepresentational form is correct. I believe this largely on empirical grounds.There is no need to appeal to propositionally marked states to explain therepresentational capacities, principally perceptual capacities, of numerous anim-als. But perception and action in these animals is best explained in termsof representational states. The representational organization of vision, hear-ing, and touch does not seem to be propositional. In most empirical work onthese senses, no systematic attribution of propositional representations is made.Similarly, the representational organization of grasping or of eating does notseem to be propositional. No reasonable, full account can carry out the inquiryindependently of empirical work in psychology. But the need for conceptu-al clarification in understanding the distinction seems to me to be deep andcomplex.
 A related issue about perceptual representation concerns its semantics ratherthan its form. The issue centers on the nature of the relation between the singularelement in perceptual belief and the particulars that the perceptual belief isabout. Developing the view in anti-individualism that representational statesare (commonly) individuated in terms of their relations to the environment,some, following Evans, maintained that a perceptual state and a perceptual be-lief could not be the same type of state or belief if it were a perception orbelief about a different particular. Similarly, a given type of perceptual stateor belief that is about a given particular could not have been the same if therehad been an illusion of a particular instead of a genuine perceptual object inthe environment.29 On the other hand, there is both commonsense and scientificground for thinking that the types of states that perceivers are in are the sameas between veridical perceptions, perceptions of indiscernible duplicates, and
 28 John McDowell, Mind and World (Cambridge, Mass.: Harvard University Press, 1994). Cf.also the exchange between Peacocke and McDowell, Philosophy and Phenomenological Research,57 (1998), 381–388, 414–419.
 29 Cf. Evans, The Varieties of Reference; John McDowell, ‘Singular Thought and the Boundariesof Inner Space’, in J. McDowell and P. Pettit (eds.), Subject, Thought, and Context (Oxford: OxfordUniversity Press, 1986); Peacocke, A Study of Concepts ; McDowell, Mind and World.
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 referential perceptual illusions.30 This issue raises important questions about thenature of perceptual states and perceptual beliefs and about the nature of illusion.
 A second large sub-area in the development of issues associated with anti-individualism bears on the nature of self-knowledge. Discussion centered onthe question of whether anti-individualism is compatible with some sort ofauthoritative or privileged warrant for certain types of self-knowledge. Inev-itably, this question forced reflection on the nature of self-knowledge and itsrole in various human pursuits. The issue was first raised in independent papersby Davidson and me. Each defended a type of compatibilism about the relationbetween anti-individualist individuation of certain mental states and a capacityto know nonempirically what those states are.31 This claim was resisted orqualified by a number of philosophers.32
 The bulk of the discussion came to center on the nature of self-knowledge—orrather, the nature of various types of self-knowledge. Some philosophers main-tained that all self-knowledge is at least implicitly empirical. Some maintainedthat apparent cases of privileged or authoritative self-knowledge are to be under-stood in an expressivist or otherwise deflationary way. Others attempted tounderstand the apparently special character of some knowledge of what one isthinking or what one believes—without explaining that character away. What Iregard as the most interesting developments of this approach appealed to someconstitutive role of self-knowledge in having beliefs, in having a concept ofbelief, in being rational, or in being a deliberative person. These matters arecomplex, and deserve, I think, further development.33
 I want to highlight one further area of intense discussion in the philosophyof mind in the 1990s. This one is largely independent of issues about anti-individualism. The area concerns the nature of qualitative experience, including
 30 John Searle, Intentionality (Cambridge: Cambridge University Press, 1983); Tyler Burge, ‘Vis-ion and Intentional Content’, in E. Lepore and R. Van Gulick (eds.), John Searle and his Critics(Oxford: Blackwell, 1991).
 31 Donald Davidson, ‘Knowing One’s Own Mind’, Proceedings and Addresses of the AmericanPhilosophical Association, 60 (1987), 441–458; Tyler Burge, ‘Individualism and Self-Knowledge’,The Journal of Philosophy, 85 (1988), 649–663.
 32 Paul Boghossian, ‘Content and Self-Knowledge’, Philosophical Topics, 17 (1989), 5–26;Andre Gallois, The World Without, the Mind Within (Cambridge: Cambridge University Press, 1996).For a collection of articles developing both sides of this issue, see P. Ludlow and N. Martin (eds.),Externalism and Self-Knowledge (Stanford, Calif.: CSLI Publications, 1998).
 33 Donald Davidson, ‘First Person Authority’, Dialectica, 38 (1984), 101–110, repr. in Subjective,Intersubjective, Objective (Oxford: Oxford University Press, 2001); Sydney Shoemaker, ‘Self-Knowledge and “Inner Sense” ’, Philosophy and Phenomenological Research, 54 (1994), 249–314,repr. in The First-Person Perspective and Other Essays (Cambridge: Cambridge University Press,1996); Richard Moran, ‘Interpretation Theory and the First-Person’, Philosophical Quarterly, 44(1994), 154–173; Tyler Burge, ‘Our Entitlement to Self-Knowledge’, Proceedings of the AristotelianSociety, 96 (1995), 1–26; Bernard Kobes, ‘Mental Content and Hot Self-Knowledge’, PhilosophicalTopics, 24 (1996), 71–99. A collection of articles that provides some indication of the range of thisdiscussion is C. Wright, B. C. Smith, and C. Macdonald (eds.), Knowing Our Own Minds (Oxford:Oxford University Press, 1998).
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 the nature of consciousness. Consciousness and representationality, or aboutness,have long been regarded as the two major marks of mind. An important questionis whether one mark can be reduced to the other; and if not, what relative placesthe two marks have in our understanding of mind.
 The discussion of these matters at the end of the twentieth century must beseen against the background of four important papers. I have already mentionedtwo of these: Block’s ‘Troubles with Functionalism’34 and Searle’s ‘Minds,Brains, and Programs’.35 Each paper offers a forceful example that suggeststhat functionalist accounts of the representational aspects of mind fail to cometo grips with qualitative aspects of experience. A third paper, Nagel’s ‘Whatis it Like to Be a Bat?’,36 offers a compelling way of thinking about qualitat-ive aspects of experience, summarized in his phrase ‘what it is like’. Finally,Jackson’s ‘Epiphenomenal Qualia’,37 gives an argument against materialism thatfeatures the difficulty of accounting for phenomenal qualities in material terms.These papers set many cross-currents going. I will not be able to survey nearly allof them. I will concentrate on one strand of development—the relation betweenqualitative and representational aspects of mind.
 Many of the original responses to these papers focused on defending eitherfunctionalism or materialism—the original targets of the papers. As interest instrict forms of functionalism waned, the debate over functionalism was largelyreplaced by a closely related, but slightly different debate. Some functionaliststook the tack of assuming that some form of functionalism is true of represent-ational states, and then arguing that qualitative phenomena are essentially andsolely representational. Others argued to the same conclusion with no antecedentcommitment to functionalism.
 Harman’s ‘The Intrinsic Quality of Experience’38 claimed that qualitativeaspects of experience are simply certain types of representational aspects ofexperience. Qualitative aspects of experience are the aspects that have to dowith what it is like to have an experience, feeling, or sensation. Harman arguedthat putatively intrinsic aspects of experiences—for example, the felt quality ofpain—had been conflated with intrinsic aspects of the ‘intentional object’ of anexperience. Against the Jackson thought experiment he maintained that a personblind from birth fails to know what it is like to see something red because heor she does not have the full concept of red and so does not fully understandwhat it is for something to be red. Finally, Harman argued against invokingthe inverted spectrum to show that representational constancy is compatiblewith qualitative difference. Harman’s paper defended what came to be known
 34 In C. W. Savage (ed.), Minnesota Studies in the Philosophy of Science, ix (Minneapolis: Uni-versity of Minnesota Press, 1978).
 35 The Behavioral and Brain Sciences, 3 (1980), 417–424.36 The Philosophical Review, 83 (1974), 435–450.37 Philosophical Quarterly, 37 (1982), 127–136.38 In J. Tomberlin (ed.), Philosophical Perspectives, iv (Atascadero, Calif.: Ridgeview Publishing
 Co., 1990).
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 as ‘representationalism’—the view that qualitative aspects of experience arenothing other than representational aspects.
 This paper was followed by—and in many cases it engendered—severalfurther papers defending representationalist construals of qualitative mental phe-nomena.39 The position was opposed by other philosophers, who maintainedthat phenomenal qualities, or phenomenal qualitative aspects of experience,commonly have representational content and representational functions but arenot to be reduced to them.40
 Most papers in this area, on both sides, pay what seems to me too littleattention to what is to be meant by ‘representation’. Harman admitted that hisnotion of intentional object is crude. I think it vulnerable. I think that the notionwill not convincingly support the first of Harman’s three arguments. There is,however, a clearer conception of representation that provides a basis for muchof the representationalist discussion. According to this conception ‘x representsy’ should be understood roughly as: appropriate types of which x is an instanceare dependent in a lawful or law-like way on appropriate types of which y isan instance, and this connection between x and y has functional value for thelife of the organism that contains x.41
 It is certainly plausible that on this conception of representation, qualitativecolor registrations are representational, if not constitutively, at least as a matterof fact. The view also suggests that pains and orgasms are representational. Forexample, a state of feeling pain is in a law-like relation to instances of bodilydamage or disorder, and this relation surely has a functional value in the life ofthe organism. So the state of feeling pain ‘represents’ the bodily damage or disor-der. This result has been embraced and defended by some representationalists.42
 I believe that this notion of representation is too broad. It deems the states ofvery simple creatures to be ‘representational states’. For example, it counts asrepresentational states the sensory states underlying thermotactic responses ofprotozoa. One can coherently talk this way. Some psychologists and physiolo-gists do talk this way. This notion of representation is, however, not needed to
 39 Fred Dretske, Naturalizing the Mind (Cambridge, Mass.: MIT Press, 1995); idem., ‘Phenom-enal Externalism, or If Meanings Ain’t in the Head, Where are Qualia?’, in E. Villanueva (ed.),Philosophical Issues, vii: Perception (Atascadero, Calif.: Ridgeview, 1993); Michael Tye, Ten Prob-lems of Consciousness (Cambridge, Mass.: MIT Press, 1995); Georges Rey, ‘Sensational Sentences’,in M. Davies and G. Humphreys (eds.), Consciousness: Psychological and Philosophical Essays(Oxford: Blackwell, 1992).
 40 Ned Block, ‘Inverted Earth’, Philosophical Perspectives, 4 (1990), 51–79; idem. ‘MentalPaint and Mental Latex’, in Villanueva (ed.), Philosophical Issues, vii: Perception;, Brian Loar,‘Phenomenal States’, in N. Block, O. Flanagan, and G. Guzeldere (eds.), The Nature of Consciousness(Cambridge, Mass.: MIT Press, 1997; revision of original 1990 version); Colin McGinn, The Problemof Consciousness (Oxford: Blackwell, 1991).
 41 Dretske, Naturalizing the Mind, ch. 1. A similar but somewhat different view can be foundin Ruth Millikan, Language, Thought, and Other Biological Categories (Cambridge, Mass.: MITPress, 1984; and idem., ‘Biosemantics’, The Journal of Philosophy, 86 (1989), 281–297.
 42 Michael Tye, ‘A Representational Theory of Pains and their Phenomenal Character’, inJ. Tomberlin (ed.), Philosophical Perspectives, ix (Atascadero, Calif.: Ridgeview, 1990).

Page 475
                        

460 Philosophy of Mind: 1950–2000
 explain such simple phenomena. It is a mere gloss on points that can be madein physiological, ecological, and functional terms. By contrast, a more intuitive,restrictive notion of representation does have prima facie explanatory force inthe ethology of the perceptual and cognitive systems of less primitive animalsand in the psychology of human beings. Dretske and others hope to reduce themore ordinary notion(s) of representation to the very broad one. I think thatthere is no ground for optimism about this project.43
 Moreover, it is doubtful that the simple notion is one that opponents ofrepresentationalism have been concerned with when they doubt that qualitativeaspects of experience are ‘representational’. I believe that a less inclusive, ormore specific, notion is needed to sort out issues between representationalistsand their opponents.
 Laying this issue aside, there remain difficulties for the representationalistposition, even formulated with the broad notion of representation. One is thatit produces unattractive results in cases like the feeling of pain. For example,one representationalist position holds that if an individual has a phantom limb,there is no pain—since there is no bodily damage that is functionally connectedto the state of feeling pain; there is only a representation of pain that hallu-cinates the pain. This view has actually been embraced by some proponents ofrepresentationalism. It seems to me clearly unacceptable.
 A second difficulty is that despite the inclusiveness of the cited conception ofrepresentation, there still appear to be qualitative states that do not ‘represent’in this inclusive sense. There appear to be qualitative aspects of experiencethat have no function in the life of the organism. They constitute dysfunctionor noise. Blurriness in a visual experience is an example. These cases havebeen treated as misrepresentations or as representations of blurriness, but it ishard to see that they have any representational function at all. They make nocontribution to reproductive fitness, and they seem to get in the way of properfunctions. This result is incompatible with the representationalist program.
 Harman’s second argument seems to me to beg the question. It does, however,highlight interesting and difficult issues about the relation between qualitativeaspects of perception and representational aspects. In the case of (say) visualperception it is certainly hard to separate out qualitative aspects from representa-tional aspects. We identify most qualitative aspects of perception with terms thatindicate what is normally represented when one’s consciousness is marked bythose aspects. For example, although few philosophers still think that experience(by a normal-sighted person) of red is itself in any way red, we currently haveno better, easily accessible, public way to characterize the qualitative aspect ofthe experience than in terms of its relation to red surfaces. This fact makes it
 43 Dretske relies partly on a view that in Mental representation, there is learning. In the relevantsense of learning, all animals and all unicellular organisms, including amoebae, learn. No animalis confined to fixed hard-wired, purely reflexive behavior. So Dretske’s line seems to me not to doanything to solve the problem.
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 hard to see how to describe, much less explain, the qualitative aspect of exper-ience in a way that abstracts from its representational role. And this difficultyencourages representationalism.
 Opponents of representationalism typically maintain that the qualitativeaspects of perception play a role in determining the mode of presentation orthe representational content of the perception, and are not to be explained interms of this role. The idea is that at least some aspects of qualitative statesare dependent on the nature of the neural substrate and not on the sorts of cor-relations with objects of representation that determine representational content.This view seems to me correct. But it will provide little explanatory illuminationuntil the relation between qualitative feels and neural underpinnings are betterand more specifically understood.
 Harman’s third argument centers on the inverted spectrum. How to describeand evaluate this type of thought experiment remains difficult and disputed. Ithink that the case can be elaborated in various ways that make representation-alism implausible. But the issues are very delicate and complex, and I will nottry to review them here. There has been considerable, nuanced discussion ofissues surrounding inverted spectra.44
 One reason why the issue of representationalism has been of such interest isthat it bears on the nature of consciousness. Qualitative or phenomenal states,as ordinarily felt, provide the most obvious instances of consciousness. Feel-ings involved in sensations like pains and tickles, phenomenal aspects of theexperience of color or sound, the experience of warmth or of being touched,seem to be the paradigmatic center of consciousness. There are then issuesabout the relation between consciousness and representation that parallel thoseabout the relation between qualitative aspects of experience and representation.In fact, positions on consciousness run the gamut from arguments that there isno such thing as qualitative aspects of experience, to functionalist reductionism,to simple representationalist views, to higher-order thought views, to claims thatconsciousness is irreducible, to claims that consciousness is both irreducible anda ground for dualist theories of mind.45
 44 Sydney Shoemaker, ‘The Inverted Spectrum’, The Journal of Philosophy, 74 (1982), 357–381;‘Intrasubjective/Intersubjective’, in The First-Person Perspective and Other Essays (Cambridge:Cambridge University Press, 1996); Block, ‘Inverted Earth’.
 45 Works representing these various positions, and intermediate ones, are as follows: DanielDennett, ‘Quining Qualia’, in A. Marcel and E. Bisiach (eds.), Consciousness in ContemporaryScience, (Oxford: Oxford University Press, 1988); idem, Consciousness Explained (Boston: Little,Brown, 1991); Fred Dretske, ‘Conscious Experience’, Mind, 102 (1993), 263–283; idem, Natur-alizing the Mind ; David Rosenthal, ‘Two Concepts of Consciousness’, Philosophical Studies, 49(1986), 329–359; John Searle, The Rediscovery of Mind (Cambridge, Mass.: MIT Press, 1992);Joseph Levine, ‘On Leaving Out What It’s Like’, in M. Davies and G. Humphreys (eds.), Con-sciousness, (Oxford: Blackwell, 1993); Martin Davies, ‘Externalism and Experience’, in A. Clark,J. Ezquerro, and J. M. Larrazabal (eds.), Philosophy and Cognitive Science: Categories, Conscious-ness, and Reasoning, (Dordrecht: Kluwer, 1996); Charles Siewart, The Significance of Consciousness(Princeton: Princeton University Press, 1998); David Chalmers, The Conscious Mind: In Search ofa Fundamental Theory (Oxford: Oxford University Press, 1996). For further discussion that hinges
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 The variety of theories about consciousness, and the depth of disagree-ment among theorists, suggests that there may be differences at the intuitivelevel—differences about the explanandum. Block suggested fruitfully that thereare at least two notions of consciousness. One has to do with phenomenal, felt,qualitative aspects of experience. Another has to do with accessibility to rationaldeliberation, or at least to reflection and use in verbal and other rational enter-prises.46 Whether or not this view is correct, it seems to me to have engenderedgreater awareness of the complexity and elusiveness of the phenomena that havebeen discussed in philosophizing about consciousness.
 Discussions of consciousness have opened up what had been a neglected,almost taboo subject in philosophy. This has been a good thing. On the otherhand, it seems to me that progress toward genuine understanding has been at bestmixed. The difficulty of the subject has provoked not only a number of wildlyimplausible theories. It has also encouraged what seems to me to be some back-sliding in methodology and clarity of discussion in many presentations in thisarea. Metaphors, appeals to disputed and sketchily described introspection, unex-plained terms, hastily and poorly explained technicalia, and grandiose programshave been more prominent than is good for a subject. These are early days. Acertain amount of floundering is inevitable in initial work on a difficult topic.It may well be that a deeper scientific grip on relevant areas of neural, sensory,and cognitive psychology will be necessary before impressive progress emerges.It is well also to remember that many of the most fundamental aspects of ourexperience of the world—aspects that throw up some of the most basic and long-standing philosophical problems—have a way of remaining puzzling, despiteprogress in associated sciences. Consciousness may remain a case in point.
 I want to close by summarizing some of the main changes in both philosophyof mind and philosophy of language in the second half of the twentieth century.Three major, possibly durable contributions in these areas during the period arethe criticism of the positivist theory of meaning; the development of a vastlymore sophisticated sense of logical form, as applied to natural language; andthe fashioning of the nondescriptivist account of reference, with the extensionof the line of thought associated with this account into the philosophy of mind.Different philosophers would, of course, provide different lists of achievements,given their own sense of what is true and important.
 The dominant currents during the period are more easily agreed upon. Thecentral event is the downfall of positivism and the reopening for discussion of
 on more technical and methodological issues, see Ned Block and Robert Stalnaker, ‘Conceptu-al Analysis, Dualism, and the Explanatory Gap’, T he Philosophical Review, 108 (1999), 1–46;David Chalmers and Frank Jackson, ‘Conceptual Analysis and Reductive Explanation’, The Philo-sophical Review, 110 (2001), 315–361. A good anthology is Block et al . (eds.), The Nature ofConsciousness.
 46 Ned Block, ‘On a Confusion about a Function of Consciousness’, The Behavioral and BrainSciences, 18 (1995), 227–247. Cf. Tyler Burge, ‘Two Kinds of Consciousness’ in Block et al . (eds.),Nature of Consciousness (Ch. 17 above).
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 virtually all the traditional problems in philosophy. This event was accompan-ied by the rediscovery of Frege, the application of logical theory to language,and the rise of the philosophy of language both as a preliminary to reflectionon other subjects, and as a more nearly autonomous discipline. The computerparadigm and complex outgrowths of the philosophy of language have broughtthe philosophy of mind to dominance in the last decade.
 Positivism left behind a strong orientation toward the methods of science. Thisorientation has fueled the acceptance of materialism in the philosophy of mindand, somewhat belatedly, the development of areas of philosophy (philosophyof physics, mathematics, biology, psychology, linguistics, social science) thattake the specifics of scientific theories and practices into account.
 For all this, the main direction of philosophy during the period has beentoward a broader-based, more eclectic, less ideological approach to philosophic-al problems—and a greater receptivity to interplay between modern philosophyand the history of philosophy. Philosophy of mind emerged as an area of intenseferment not simply as a product of interaction between philosophy and suchdisciplines as psychology and linguistics. That ferment also represents a greaterinterest in traditional questions, questions about what is morally and intellectu-ally distinctive about being human. It is hard to overemphasize the degree towhich leading North American philosophers have since the 1950s broadenedtheir sympathies toward traditional questions that still help frame what it is tolead a reflective life.
 This broadening seems not to have seriously undermined the standards ofrigor, clarity, and openness to communal check bequeathed by such figures asFrege, Russell, Carnap, Hempel, Godel, Church, and Quine. Partly because ofits close connection with the development of mathematical logic in this century,the standards of argument in philosophy have certainly been raised.
 A corollary of this change, and of the personal example of the positivists incarrying on open, dispassionate discussion, has been the emergence of philo-sophical community. One of the glories of English-speaking philosophy in thelast half-century has been the fruitful participation of many philosophers in thesame discussions. Unlike much traditional philosophy and much philosophy inother parts of the world, English-speaking philosophy has been an open, publicforum. The journals of the field, including notably The Philosophical Review,bear witness to a sharing of philosophical concerns, vocabularies, and methodsof dispute. We now take this sharing for granted. But in historical perspective,it is remarkable. Although I think that philosophy is not and never will be ascience, it has taken on this much of the spirit of science. That is, to my mind,the more important achievement.
 This overview has provided at best a blurred glimpse of the enormous com-plexity and variety of discussion in philosophy mind during the last half-century.It is deficient as a picture not only in its oversimplifications and limited scope,but also in its failure to convey the life and nature of the animal. Philosophyis not primarily a body of doctrine, a series of conclusions or systems or
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 movements. Philosophy, both as product and as activity, lies in the detailedposing of questions, the clarification of meaning, the development and criticismof argument, the working out of ideas and points of view. It resides in the angles,nuances, styles, struggles, and revisions of individual authors. In an overview ofthis sort, almost all the real philosophy must be omitted. For those not initiatedinto these issues, the foregoing is an invitation. For those who are initiated, itis a reminder—a reminder of the grandeur, richness, and intellectual substanceof our subject.
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