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 A Constrained Genetic Approach for ComputingMaterial Property of Elastic Objects
 Yong Zhang, Lawrence O. Hall, Fellow, IEEE, Dmitry B. Goldgof, Member, IEEE, andSudeep Sarkar, Senior Member, IEEE
 Abstract—This paper presents a constrained genetic approachfor reconstructing the material properties of elastic objects. Theconsidered reconstruction problem is ill-posed and must be con-strained properly so that a unique and stable numerical solutioncan be obtained. Qualitative prior information is incorporatedusing a rank-based scheme to constrain the admissible solutions.Experiments show that the proposed approach is robust whenpresented with noisy data and can reconstruct the elastic propertyaccurately and reliably. In a comparison study with the determin-istic Gauss–Newton methods, the constrained genetic approachalso shows very consistent performance.
 Index Terms—Constrained genetic algorithm (CGA), elasticproperty, finite-element model, inverse problem.
 I. INTRODUCTION
 A. Background and Proposed Approach
 RECONSTRUCTING elastic properties noninvasively isof interest to researchers in many fields. For example,
 identifying elasticity abnormalities in soft tissue has highpotential in early cancer detection [16], [50], [29], [54], [13].Knowing elastic properties of deformable objects is also criticalfor physics-based studies such as motion tracking, realisticanimation, visualization, and surgical planning [35], [63],[38], [53], [14] because the quality of elastic properties couldhave strong impact on the performance of physical models.Recovering elastic properties has also found applications instructural damage identification, geophysical exploration,wafer engineering, robotics design, and composite materialcharacterization [7], [3], [17], [32], [21].
 The commonly used methods for elastic property reconstruc-tion consist of three steps: 1) capture the object’s deformationwith various imaging modalities that use seismic wave, ultra-sound, magnetic resonance, or optical cameras; 2) measure thedeformation on images using the correspondence algorithmssuch as statistical matching or optical flow; 3) reconstruct theelastic properties from the measured deformation data. In thispaper, we concentrate on the third step, assuming that the defor-mation data has been obtained from images.
 Manuscript received September 14, 2004; revised January 25, 2005; July 30,2005. This work was supported in part by the National Science Foundation underGrant CNS-0130768.
 Y. Zhang is with the Department of Computer Science and InformationSystems, Youngstown State University, Youngstown, OH 44555 USA (e-mail:[email protected]).
 L. O. Hall, D. B. Goldgof, and S. Sarkar are with the Department of ComputerScience and Engineering, University of South Florida, Tampa, FL 33620 USA(e-mail: [email protected]; [email protected]; [email protected]).
 Digital Object Identifier 10.1109/TEVC.2005.860767
 Inferring elastic properties from the observed deformation isan ill-posed inverse problem. The standard least squares ap-proach cannot guarantee a stable solution because of the dis-continuous dependence of the solution on the data. A regulariza-tion scheme such as the Tikhonov functional is therefore neededto pose a smoothness constraint. The Tikhonov functional ofa nonlinear ill-posed inverse problem is very difficult to solvebecause its convexity can only be guaranteed very locally. Inthe deterministic domain, the use of gradient-based methods iscommon [10]. The drawback of the gradient-based methods isthat they are very sensitive to the starting point and thus oftenstuck in local extrema. This is very true in elasticity reconstruc-tion where the nonlinearity of inverse formulation leads to anextremely complex solution space that is characterized by nu-merous local plateaus.
 Recently, solving inverse problems with stochastic algo-rithms (such as with genetic algorithms) has received muchattention. The stochastic nature of genetic algorithms offers usa better chance to find the optimal solution by escaping localminima. Wong and Guan [68] used evolutionary programmingto solve an adaptively regularized image restoration problem.Olmi et al. [49] reported that a genetic algorithm outperformedthe Newton–Raphson method in electrical impedance tomog-raphy. Chiwiacowsky et al. [7] proposed a hybrid method thatutilizes the strengths of both the Newton’s method and thegenetic algorithm.
 Another important issue in solving an ill-posed elasticityproblem is how to incorporate qualitative prior information. Inaddition to the quadratic function itself that poses a smoothnessconstraint, quite often, a special prior term is used to pull thesolution in the specified direction. Unfortunately, such priorknowledge is often expressed in a qualitative form, for whichmost constraint handling techniques in genetic algorithms arenot appropriate [5], [41]. A mechanism is therefore neededto incorporate the qualitative information into the solutionstrategy.
 We propose using a constrained genetic algorithm (CGA)to solve the ill-posed inverse problem of reconstructing theYoung’s modulus of elastic objects as a distributed parameter.The proposed approach has the following features.
 1) The CGA is much less sensitive to the initialization,and the strict requirement of a good starting point canbe relaxed in practice. Our experiments with both theGauss–Newton method and the CGA show that the latteris more consistent in terms of the convergence perfor-mance.
 1089-778X/$20.00 © 2006 IEEE
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 2) Prior knowledge is incorporated through a rank table,which enables us to handle the qualitative informationthat cannot be readily expressed as a continuous functionand its derivatives.
 B. Related Work
 In Table I, we summarize the related work on elastic propertyreconstruction. The list is by no means exhaustive. We only in-clude the papers that are most relevant to our interest, i.e., thosethat deal with the computational aspect of solving an inverseelastic problem with either a deterministic or a stochastic algo-rithm. For studies on the direct measurement and the develop-ment of special imaging modalities such as magnetic resonanceelastography, ultrasonic elastography, and optical coherence to-mography, we refer to [19], [9], [13], [51], and [34].
 It is apparent that most of the studies chose deterministicalgorithms that use either direct or iterative inversions. Kalleland Bertrand [33] used the Newton–Raphson method combinedwith a finite-element model to estimate the Young’s modulusof synthetic tissues. Doyley et al. [8] studied a modified iter-ative Newton–Raphson method. Van Houten et al. [65] pro-posed a multiresolution method (subzone) to improve both theefficiency and robustness. Other deterministic algorithms suchas the level set method [2], the adjoint state method [46], thesteepest descent search [64], and the iterative regularization [11]have also been reported. In those studies, discussions were fo-cused on the uniqueness, accuracy, and stability of inverse so-lutions, while the initialization issue was rarely addressed. Thiscould potentially be problematic because a good initial guess isvery difficult to obtain in practice, especially for large-scale fi-nite-element models.
 On the other hand, in studies that used genetic algorithms [6],[7], [20], [31], [32], little detail was given about the algorithms’performance in terms of their computational efficiency. Due tothe lack of quantitative comparison data for the two approaches(deterministic versus stochastic), it is often a difficult task to de-sign an optimal solution strategy that is both robust and efficient.To this end, we will conduct several comparative experiments toexamine both the robustness and the convergence rate of the ge-netic algorithm and the Newton–Raphson method.
 Both linear and nonlinear constitutive models have beenstudied. The linear model is computationally attractive andusually a good approximation for many objects. We will usea linear model to demonstrate the proposed CGA. For objectsthat exhibit strong nonlinearity in deformation, a nonlinearmodel can be adopted with minor changes in the CGA.
 Table I also shows that the use of a numerical model iscommon, even though effort has been made to experiment withactual materials. With a synthetic model, it is easy to controlthe complexity of inverse problems by changing the model’sconfiguration, so that the efficacy of the recovery algorithmscan be thoroughly investigated. We will also use numericalmodels.
 II. PROBLEM FORMULATION
 Our approach to reconstruct the Young’s modulus of elasticobjects is based on the output least squares formula [10]. We
 give a brief review of the forward problem using both the partialdifferential equations and the discretized finite-element model.We then use the forward model to formulate the inverse problemas a regularized functional.
 A. Forward Problem of Linear Elasticity
 By the principle of conservation of momentum [18], the de-formation of a solid body caused by external forces can be statedas a boundary value problem represented by the following par-tial differential equation:
 (1)
 where is the stress tensor,is the displacement vector, is the mass density,
 is the body force, and are the prescribed displacementand force (Dirichlet and Neumann conditions) on the boundary
 that define the modeling domain , and is the out-ward unit normal on the boundary.
 For a linear elastic object, the stress tensor is related tothe strain tensor and material properties through the constitutiveequation
 (2)
 (3)
 where is the strain tensor andis the elastic coefficient tensor and is assumed to
 be constant for small deformations. For isotropic materials withYoung’s modulus and Poisson’s ratio , the constitutive equa-tion is further simplified to
 (4)
 For an object of small deformation, its strain tensor can beapproximated from the displacement vector by
 (5)
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 TABLE IINVERSION ALGORITHMS FOR ELASTIC PROPERTY RECONSTRUCTION. PAPERS THAT USED THE HYBRID APPROACH
 COMBINING THE DETERMINISTIC AND GENETIC ALGORITHMS ARE CLASSIFIED AS GENETIC. PAPERS THAT
 CONSIDERED GEOMETRICAL OR MATERIAL LINEARITIES TO SIMPLIFY THE FORWARD MODEL ARE
 CLASSIFIED AS LINEAR. NO MORE THAN TWO PAPERS WERE SELECTED FROM THE SAME
 RESEARCH GROUP (AUTHORS) UNLESS THE ALGORITHMS USED WERE SIGNIFICANTLY DIFFERENT
 Substituting (4) and (5) into (1), the final governing equationof elastic deformation used in the Young’s modulus reconstruc-tion becomes
 (6)
 where and are the Lamé material property constants, whichcan be computed from Young’s modulus and Poisson’s ratio
 by
 (7)
 (8)
 To numerically solve (6), the finite-element method is usedto discretize the partial differential equation into a linear matrixequation [71]. The finite-element formulation of partial differ-ential equations can be derived using a variational method. As-suming an elastic body in static equilibrium without inertia and
 dynamic vibrations, the principle of virtual work states that theexternal work equals the internal work
 (9)where is the body force within an element, is the sur-face traction, and is the point load. denotes the virtualdisplacement, denotes the virtual strain, is the number ofelements, and is the number of point loads.
 To satisfy the requirement of strain compatibility, an interpo-lation function (shape function) is chosen that is continuouswithin the element
 (10)
 where is the displacement within eachelement.
 The strain-displacement and stress-strain relationships in thediscrete matrix forms are
 (11)
 (12)
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 where is obtained by differentiating and combining the rowsof .
 By combining (9)–(12) and canceling the transpose of nodaldisplacement , we obtain the formulation for assemblingsystem matrices of a finite-element model
 (13)
 or in a more concise form
 (14)
 where is the stiffness matrix and is the generalized force
 Since material properties such as Young’s modulus andPoisson’s ratio are embedded in the stiffness matrix throughthe material matrix , we rewrite the linear (14) with respect to
 explicitly
 (15)
 Because we are interested in reconstructing Young’s modulusonly, by assuming that Poisson’s ratio can be approximated asa constant (0.45) for compressible materials, the final discreteforward equation to be used for the Young’s modulus recon-struction is
 (16)
 B. Inverse Problem of Reconstructing the Young’s Modulus
 To cast Young’s modulus reconstruction as an optimizationproblem, we utilize the forward equation directly in an ouputleast squares formulation. We rewrite the forward (16) to derivea nonlinear inverse operator equation
 (17)
 where denotes the measurement data that includes both thedisplacement and the boundary force and is an operator thatrepresents the forward model and links the measurement data( ) with the parameter to be recovered ( ). We assume thatall components of the displacement vector areknown throughout the modeling domain (all nodal points of fi-nite-element mesh). We also assume that the boundary forces(Neumann condition) are known to ensure the uniqueness of theinverse solution. As a result, the data vector can be expressedas , where denote
 the known boundary force and the displacement vector, is thenumber of nodes upon which boundary forces are exerted, and
 is the total number of nodes. Note that although the forwardmodel (16) is a linear equation, its corresponding inverse oper-ator (17) is highly nonlinear and the data vector is often cor-rupted by noise, which makes the inverse problem very difficultto solve.
 Reconstructing the Young’s modulus by solving (17) is anill-posed inverse problem. Because of the discontinuous depen-dence of solution on noisy data , prior knowledge is neededto constrain the solution
 (18)
 where measures the compatibility of the outputs from the for-ward model to the noisy data , measures the distancebetween the computed solution and the expected solution
 defining a priori knowledge on , and is a weightingcoefficient that balances the influences of measurement data andprior knowledge on the final solution.
 Using the Euclidean norm, we reformulate (18) as
 (19)
 (20)
 It is clear that is the Tikhonov functional in its variationalform with as the regularization parameter. is the smooth-ness matrix that represents the discretized gradient, Laplacian,or higher order derivatives.
 The Tikhonov functional can be minimized with eitherthe deterministic gradient-based local methods such as theNewton–Raphson method and its variants, or the stochasticglobal methods such as the simulated annealing and geneticalgorithms. The main difficulty of minimizing the Tikhonovfunctional of a nonlinear operator equation lies in the factthat the solution space does not posses the property of globalconvexity. As a result, without a good initialization, thegradient-based methods will likely diverge or converge prema-turely on a local minimum.
 For comparison with the genetic algorithms, we brieflydescribe the Gauss–Newton method (GNM) for solving theTikhonov functional. We assume that the nonlinear operator
 is continuously Fréchet differentiable in the Hilbertspace. We then linearize the Tikhonov functional locallyaround a point in the solution space
 (21)where denotes the linearized Tikhonov functional around thepoint and is the Fréchet derivative of the nonlinearoperator.
 The linearized Tikhonov functional can be minimized by thefirst-order necessary condition
 (22)
 (23)
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 Fig. 1. Genetic coding of the Young’s modulus in a finite-element model.
 An iterative formula for estimating a new solution fromthe solution of previous step can be obtained by rearranging theabove equation
 (24)
 (25)
 More detailed information on solving the nonlinear ill-posedproblems and the related numerical implementation issues in thefinite dimensional space can be found in [45] and [10].
 III. CONSTRAINED GENETIC ALGORITHM
 To solve the inverse problem of reconstructing the Young’smodulus with a constrained genetic algorithm, we addressthe following issues: 1) encoding a two-/three-dimensional(2-D/3-D) spatial variable such as in a one-dimensional(1-D) genetic computational unit; 2) expressing and incorpo-rating qualitative prior knowledge in the genetic algorithmas a rank-based constraint; 3) balancing contributions fromthe measurement data which have uncertainties and the priorknowledge through stochastic ranking.
 A. Genetic Encoding
 Given the finite-element model of a deformed object, itsYoung’s modulus can be interpreted as a chromosome in aCGA. The Young’s modulus value of each element is encodedas a gene in the chromosome through a one-to-one mappingfunction (Fig. 1). As a result, if the finite-element model haselements, the corresponding chromosome would have genes.Each chromosome in the population pool represents a possibleYoung’ modulus distribution. If dynamic meshing (multigrid) isused in the finite-element model, more sophisticated encodingschemes have to be considered that allow the size and shape ofchromosomes to change adaptively during the evolution [23],[24], [61].
 This one-to-one mapping function is straightforward toimplement and works well for a 1-D finite-element model.However, information about the spatial connections amongthe neighboring elements in a 2-D/3-D finite-element mesh iscompletely lost in this encoding scheme. Computations thatrely on spatial information cannot be performed properly. Forexample, in many studies, our interest is to identify only afew isolated areas of abnormal Young’s modulus values fromthe background of relatively uniform Young’s modulus distri-bution, and the information about genes’ spatial distributionis needed in a CGA to accomplish the task efficiently. Moreimportantly, the smoothing effect represented by the derivativeoperators in the deterministic regularization cannot be real-ized in a rank-based CGA without such spatial information.To overcome those shortcomings of one-to-one mapping, amechanism is designed to remember the original spatial con-nections among neighboring elements. An auxiliary link tableis created for all chromosomes. Table II shows an examplethat uses a four-neighbor connection for the 2-D quadrilateralmesh in Fig. 1. Similarly, a three-neighbor connection can beconsidered for a triangle mesh. This link table will be usedin the constrained mutation operation. Because the Young’smodulus has continuous values that can vary in the range ofseveral orders of magnitude, a real-valued (double) encodingapproach is used [15].
 B. Rank-Based Constraint
 In the stochastic framework of genetic computation, the ill-posedness of a nonlinear inverse problem implies many localplateaus in the landscape of the admissible solution space. Byhaving a diverse population pool, genetic algorithms can explorea much wider solution space than the gradient methods and thushave a better chance to find the optimal solution by escapingthe local minima. The ill-posed nature of the inverse problemalso shows up as highly unstable solutions that are physicallymeaningless. To overcome those numerical difficulties associ-ated with the ill-posedness, various constraints that representprior knowledge must be imposed. In a CGA, constraints cantake the form of penalty functions [5], which are equivalent tothe regularization stabilizers or the preconditioners in the deter-ministic methods [10]. It should be pointed out that other com-petitive approaches of solving constrained optimization prob-lems have been proposed, where the constraints and the objec-tive function are handled separately through a multimemberedmechanism [66], [37].
 We formulate the objective function to be minimized by aCGA as a combination of the fitness function and the penaltyfunction
 (26)
 where denotes the output of forward model, is thedata vector, is the number of nodes on which the measure-ment is made, is the penalty function, and is a weightcoefficient.
 In studies of spline and surface fitting, a smoothness con-straint imposed on the spline and the surface is often formulatedas a quadratic integral functional such as the Sobolev norm.Similarly, Young’s modulus as a distributed parameter can be
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 Fig. 2. The rank-based scheme for incorporating qualitative prior information. The numbers in the parentheses denote element ID and the bold numbers at thelower right corner of elements represent the Young’s modulus (kPa).
 regarded as a spatial function that possesses certain degrees ofcontinuity and the smoothness constraints can be realized as
 (27)
 where could be any derivative operator such as the gradientor the Laplacian.
 Knowledge about the relative Young’s modulus distributioncan be obtained from either an expert’s visual assessment orfrom low-level image cues such as intensity, color, and tex-ture. This type of prior knowledge is often expressed quali-tatively and is not suited for penalty functions that are com-posed of continuous differential operators. To utilize the qual-itative prior knowledge in a genetic algorithm, we propose analternative rank-based method to compute the penalty function.In each possible solution (chromosome), elements (genes) willbe ranked based on their relative Young’s modulus values andtheir positions will be recorded in a sorted rank table. Similarly,we transform the qualitative prior knowledge into another ranktable. For each element of the model, we compute the differenceof its ranked positions in the two rank tables. We then sum upthe rank discrepancy of all elements to represent the distancebetween the solution and the prior knowledge
 (28)
 where is the rank position of element in the rank table forthe solution, is the rank position of element in the rank tablebased on prior knowledge, and is the number of elements.
 Fig. 2 illustrates the ranking scheme with a simple 2-Dmodel of four elements. As the qualitative prior knowledge,the Young’s modulus value of each element is labeled as“high,” “mid,” and “low.” This qualitative information is then
 transformed into a rank table where elements are sorted indescending order from “high” to “low.” If elements ( )have the same label, they all can have potential rank positions,which will be determined by their counterparts in the solutionrank table. For instance, both element (1) and element (4) arelabeled as “low,” therefore their rank position can be eitherthree or four. In Solution 1, the ranks of elements (2) and (3)in the solution table match exactly with their ranks in the tableof prior knowledge. However, for element (1), its rank in thesolution table is three, while its rank in prior knowledge table isthree or four. In the case of multiple ranks, we select the valuethat is closest to its counterpart in the solution table, which isthree for element (1). Similarly, for element (4), we select fourfrom its multiple prior rank of three or four. The final penaltyvalue for Solution 1 is zero ( ). In contrast, Solution2 has a distribution that is quite different from the specifiedprior knowledge and thus a shuffled rank table, which leads toa higher penalty value of six.
 One potential problem with this rank-based penalty functionis that two solutions of the same rank table are penalized equally,even if their absolute Young’s modulus values are quite dif-ferent. As demonstrated in Fig. 2, Solution 3 has a Young’s mod-ulus distribution that is ten times higher than that of Solution 2.But their solution rank tables are exactly the same and there-fore receive the same amount of penalty of six. This problemis related to the nonuniqueness of the inverse solution and canbe resolved by incorporating both displacement and force in thedata vector . In other words, Solutions 2 and 3 will have dif-ferent fitness functions because of their different andvalues. This ambiguity can also be partially resolved by intro-ducing another penalty function that specifies a range (both theupper bound and the lower bound) within which the Young’smodulus of an element is allowed to vary.
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 This rank-based approach has the advantage that it is intrinsi-cally piecewise and helps preserve the parameter discontinuity(although a strong smoothness constraint can still be imposed inthe areas of little Young’s modulus variation). This approach isparticularly suitable for studies that aim at identifying and quan-tifying property abnormalities. In our previous studies on burnscar assessment [64], [69], qualitative prior knowledge was col-lected from physicians who isolate and rate the scars based ona relative rating scale. Automatic methods for extracting the in-formation directly from image intensity, texture, and color canalso be considered.
 C. Balancing the Fitness and Penalty Scores by StochasticRanking
 In the constrained objective function (26), the fitness andpenalty terms are computed on different quantities. The fitnessis measured as difference of displacement (meter), while thepenalty is based on the difference of rank orders (unitless).An optimal weight coefficient is needed to balance theircontributions. If is too small, the data noise will not bepenalized enough and the resulting solution becomes unstable.If is too large, solution will be forced into a smoothed priorspace and most of the data signals, i.e., the information used toinfer the Young’s modulus, will be lost due to overpenalization.In the deterministic domain, several choices are availablefor determining the optimal regularization parameter. If thenoise level of observation data is known, methods based onthe discrepancy principle [42] such as the Miller method [40]can be considered. In case that information about the datanoise is not available, heuristic methods such as generalizedcross-validation [67] or the L-curve [25] method are commonlyused. However, those methods are deterministic and not suitedfor handling rank-based qualitative data.
 In a recent study on the constrained evolutionary optimiza-tion, Runarsson and Yao [58] presented a stochastic methodto strike a balance between the fitness and penalty functions,without the need of computing the weight coefficient explic-itly. Determination of an optimal is related to the dynamicand adaptive ranking of individual chromosome in a population.Ranking is based on the relative dominance of either the fitnessfunction or the penalty function between two adjacent individ-uals. The balance of dominance is achieved by introducing abubble-sort-like dynamic ranking procedure for an individualto win a comparison. We found this stochastic method is wellsuited for handling qualitative prior knowledge in elasticity re-construction. We refer readers to [58] for detailed discussionson the method and related implementation issues.
 D. Genetic Operators
 To minimize the objective function (26), we need to specifyseveral important genetic operators. It should be emphasizedthat, in the next section that investigates the performance of dif-ferent algorithms [genetic algorithm (GA), CGA, and GNM],we used the same parameter settings for the GA and the CGA(mutation, crossover, selection and replacement, elitism, as wellas the encoding scheme). The main difference is that the GAdoes not have a constraint handling mechanism, and hence doesnot incorporate the qualitative prior information in its search.
 TABLE IILINK TABLE FOR MAINTAINING ORIGINAL SPATIAL CONNECTIONS
 1) Mutation: We used a standard Gaussian mutationoperator
 (29)
 where is the value of gene before the mutation, is thevalue of gene after the mutation, is a random Gaussiannumber (mean , standard deviation ), and is the muta-tion step size. is initialized to be 0.2 in the experiments. Thedynamic control of mutation step size is determined by a prede-fined decay rate as
 (30)
 where is the generation counter. is usually set in the rangeof 0.99–1.0. A smaller value of may help speed up the con-vergence rate but has the risk of premature convergence. In ourexperiments, we used a value of 0.997. Other than Gaussianmutation, we also considered other types of real-coded mutationoperators such as uniform mutation and step mutation. Thosemutation approaches did not show any advantage over Gaussianmutation in terms of both solution accuracy and computationalefficiency.
 We experimented with the method of dynamically setting themutation probability ( ) based on population statistics and didnot find significant improvement in terms of the solution accu-racy. Therefore, we set to a fixed value of 0.2 in all thefollowing experiments. One of the purposes of having a rela-tively high mutation rate is to maintain the population diver-sity and prevent premature convergence. To utilize the spatialconnectivity among finite elements as recorded in the link table(Table II), each gene will be compared with its neighboringgenes after the mutation. If the gene has a Young’s modulusvalue that is much higher/lower than the maximum/minimum ofits neighboring genes, the gene will be assigned a mean value ofits neighbors. This process has the effect of partially restoringthe smoothness property of the quantitative regularization func-tional that is missed in the rank-based penalty function (28).
 2) Crossover: We also found that the one-point crossoveroperator and the multiple-point crossover operator performedequally well, at least for this particular inverse problem setting.So we used the one-point crossover operator in all of the fol-lowing experiments. The crossover probability ( ) is fixed to0.7. The one-point crossover function is implemented in a tradi-tional fashion: children are generated by joining two parents ata randomly selected crossover position and then swapping eachside.
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 3) Parent Selection and Replacement: The parent selectionoperator is implemented as tournament selection ( ). Wealso experimented with a wide range of replacement ratios(0.05–1.0), i.e., the percentage of parent population to bereplaced by new chromosomes. Given a population of size
 and a replacement ratio of , the number of parents to bereplaced is: . Smaller replacement ratios ( ) didnot yield satisfying results because of the lack of contributionsfrom new chromosomes to the population diversity. However,no significant difference was observed with replacement ratiosranging from 0.5 to 1.0. On the other hand, the higher thereplacement ratio, the longer the simulation time. Therefore,we chose a replacement ratio of 0.8 for the experiments.
 In [58], it was shown that the stochastic ranking probability( ) in the range of (0.45–0.475) gave the best result for 13benchmark functions. We tested two values (0.45 and 0.475)in our experiments and did not observe noticeable improvementor degradation in the algorithm’s performance. So we used avalue of 0.45 in all of the following comparison studies.
 An elitism strategy is also enabled during the replacement op-eration, in which some elite members of the old generation arechosen to survive to the next generation without competition(potentially being replaced by a better offspring). Given the ge-netic parameters specified above, trial tests with different eliteratios (1%–15%) showed that 3% gave a slightly better result onaverage (although very marginal). So we chose an elite ratio of3% in all the experiments.
 The pseudocode for the constrained genetic algorithm is asfollows:
 1 /* parameter values and initialization*/
 2 S /* population size */
 3 r = 0:8 /* replacement ratio */
 4 N = rS /* replacement size */
 5 � = 0:997 /* mutation decay rate */
 6 � = 0:2 /* initial mutation step size */
 7 Pc = 0:7 /* one-point crossover probability
 */
 8 Pf = 0:45 /* stochastic ranking probability
 */
 9 for i = 1 to population S(0)
 10 chromosome (i) = a value from a Gaussian distribution
 11 end for
 12 /* start the iteration (k is the iteration
 counter) */
 13 for k = 1 to maximum generation
 14 for i = 1 to population S(k)
 15 E(i) = chromosome (i)
 16 call forward finite-element model with
 E (i)
 17 compute fitness and penalty functions for
 chromosome (i)
 18 end
 19 rank the whole population S(k) with
 stochastic ranking (Pf)
 20 pick a set of parents from population S(k)
 through tournament selection
 21 use one-point crossover to generate N
 offspring with a probability of Pc
 22 for i = 1 to N offspring
 23 Mutate chromosome(i): g = g + �N (0; 1) g
 24 E(i) = chromosome (i)
 25 call forward finite-element model with
 E (i)
 26 compute fitness and penalty functions for
 chromosome (i)
 27 end
 28 pick N parents from population S(k)
 through tournament selection
 29 (top 3% elite members will not be picked
 for potential replacement)
 30 rank N picked parents and N offspring
 with stochastic ranking (Pf)
 31 for i = 1 to N
 32 for j = 1 to N
 33 if rank of parent (i) � rank of o�spring (j)
 34 then
 35 replace parent (i) with offspring (j)
 36 remove offspring (j)
 37 end
 38 end
 39 a new population S(k + 1)
 40 check the stopping criterion ((37))
 41 update mutation step size: �(k + 1) = ��(k)
 42 end
 IV. EXPERIMENTAL RESULTS
 A. Experiments With GA, CGA, and GNM
 A synthetic numerical model is used to demonstrate the effi-cacy of the constrained genetic algorithm. The forward modelis a 2-D thin shell (5 cm by 5 cm) and is discretized to 61 nodesand 100 triangle elements (Fig. 3). A small square at the upperleft corner of the model is the abnormal area and has a higherYoung’s modulus value of 250 kPa. The rest of background ele-ments have a uniform Young’s modulus of 50 kPa. The elementtype is three-node triangular shell without out-of-plane defor-mation ( component in direction). A linear scheme is usedin the interpolation (shape) functions
 (31)
 (32)
 (33)
 (34)
 (35)
 where denotes the interpolation function, is the area of ele-ment, are used to index three nodal positions, andrepresent the location in a global 2-D coordinate [Fig. 3(c)].
 Boundary conditions are specified as follows. Forces (con-centrated loads) are applied to the nodes of top boundary(0.5 N on each node). Displacement constraints (Dirichlet type)are fixed to zero on the bottom boundary [Fig. 3(a)]. Those
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 Fig. 3. The synthetic forward finite-element model of a 2-D elastic object and the qualitative prior knowledge. In (a), the Young’s modulus of the backgroundarea is 50 kPa. In (b), the background area is labeled as “low.” (c) illustrates the linear interpolation scheme of triangle element used in (31)–(35). (u; v) aredisplacement components in a 2-D coordinate, (x; y) denotes the location of a point, and (i; j; k) are used to index three nodes. (a) Forward model, (b) priorknowledge, and (c) triangle element
 boundary conditions are used to generate noise-free displace-ment data on each node. The data vector includes forces oftop boundary nodes as well as displacements of all nodes otherthan those on the bottom boundary.
 Three algorithms—a regular GA, CGA, and the deterministicGNMs—were tested with the noise-free data to study to whatdegree the Young’s modulus in the abnormal area can be repro-duced. The data vector includes both displacement and force toensure the uniqueness of the inverse solution. As prior knowl-edge, four elements in the upper left square were identified asa potential abnormal area. These four elements were labeled as“high” and other elements in the background labeled as “low”[Fig. 3(b)].
 We then added 3% white noise to the noise-free data. Again,the GA, CGA, and GNM were studied using the noisy data toassess the performance. For this small 2-D model, we found thata population size of 50 is large enough for the GA and CGAto converge to a good solution with less than 300 generations.To provide statistical information of their performance underrealistic conditions (noisy data), 30 simulations were carried outfor each algorithm with noisy data.
 A Gaussian distribution with a mean of 50 kPa was used asthe initial condition for all the experiments. The regularizationparameter of GNM was set to 1.0 16, and the smoothness ma-trix was the zero-order finite difference matrix, i.e., the identitymatrix. If necessary, a higher order matrix can be used. For ex-ample, for an evenly spaced solution vector of four elements,the first-order finite difference matrix is
 (36)
 Since the higher order matrices have a strong tendency to over-smooth the vector, we used the identity matrix in all the experi-ments.
 One important issue in the design of a property recovery al-gorithm is the stopping criterion. For GA and CGA, we choosea rule that is based on the population similarity
 (37)
 where denotes the best solution of the current popu-lation in terms of the objective function value andrepresents the average solution of the same population. A sim-ulation will be stopped if the difference between the two valuesis below the tolerance. This stopping criterion has the advantagethat it allows more consistent measure of the algorithm’s perfor-mance. Based on many trial tests, we choose a tolerance valueof 0.001.
 The stopping rule for GNM is defined by
 (38)
 where is the linearized Tikhonov functional with respectto the current solution and is the gradient operatorof Tikhonov functional
 (39)
 A GNM simulation is stopped if the above criterion is metor a maximum Gauss–Newton iteration number is reached (100for this experiment). The tolerance was set to 1.0 8 for GNMexperiments. This tolerance value is relatively stringent. A goodinitial solution guess usually allows the algorithm to convergewith less than 20 iteration steps, while a poor initial point resultsin the maximum iteration number to be reached (diverge).
 A solution is considered diverged if one of the two conditionsis true: 1) more than half of the elements in the abnormal areahave a recovery error that is larger than 0.5 and 2) more than5% of the background elements have a recovery error that islarger than 0.5. The recovery error is defined as ,where and are the recovered and true property values,respectively.
 Examples of recovered Young’s modulus are shown in Fig. 4.Given the noise-free data, all algorithms were able to find anear-optimal solution with the abnormal area well defined interms of both the geometry and absolute values. The results fromthe CGA and GNM are almost identical. Given the noise cor-rupted data, both GNM and CGA still successfully identified theabnormal area, although the boundaries were blurred due to thesmoothing effect. However, the GA failed to find an acceptablesolution as evidenced by the multiple abnormal areas [Fig. 4(f)]that do not exist in the forward model.
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 Fig. 4. Reconstructed Young’s modulus by GA, CGA, and GNM. The figures are plotted using grayscale, with black and white indicating high and low Young’smodulus values, respectively. The figures were generated using the General Mesh Viewer visualization software [22] that may add certain degrees of smoothingeffect on the Young’s modulus distribution (the Young’s modulus value inside an element is constant). (a) GNM with 0% data noise, (b) GNM with 3% data noise,(c) CGA with 0% data noise, (d) CGA with 3% data noise, (e) GA with 0% data noise, and (f) GA with 3% data noise.
 The statistical data from experiments with noisy data aregiven in Table III. All of the CGA and GNM simulationsproduced good solutions (100% convergence ratio), while noneof the GA simulations converged. This is also reflected in thenumber of evaluations of the objective function and the simu-lation time. CGA and GNM simulations show very stable anddense distributions (small standard deviations) and convergedquickly. In contrast, the GA’s performance is characterized
 by high standard deviations as well as the large number ofevaluations and long simulation times that are almost an orderof magnitude higher than that of CGA and GNM.
 Table IV presents the recovered Young’s modulus in terms oftwo representative values
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 TABLE IIIPERFORMANCE OF GA, CGA, AND GNM FOR NOISY DATA. FOR EACH ALGORITHM, 30 SIMULATIONS WERE CONDUCTED.THE PERFORMANCE IS REPORTED IN TERMS OF THE NUMBER OF EVALUATIONS OF OBJECTIVE FUNCTION, THE SIMULATION
 TIME, AND THE CONVERGENCE RATIO. THE CONVERGENCE RATIO IS COMPUTED AS THE NUMBER OF CONVERGED
 CASES DIVIDED BY THE TOTAL NUMBER OF SIMULATIONS. (SD!STANDARD DEVIATION)
 TABLE IVRECOVERED PROPERTY VALUES WITH GA, CGA, AND GNM FOR NOISY DATA. STATISTICAL DATA ARE
 CALCULATED USING ALL 30 SIMULATIONS FOR EACH ALGORITHM
 where is the averaged value in the abnormal area and isthe averaged value in the background. and are the number ofelements in the abnormal area and the background, respectively.It is clear that the solutions of CGA and GNM are close to thetrue solution in both the abnormal area and background, andmore importantly, they are stable and consistent. But there is awide range of variations in GA solutions, caused by the divergedcases.
 One concern in using the rank-based CGA for property re-construction is the quality of prior knowledge. For example, ifthe prior knowledge does not correspond to the true Young’smodulus distribution very well, how much will the final solutionbe affected? We conducted an experiment with slightly biasedprior knowledge. The model configuration, initial condition, andnoisy data were the same as those in the previous experiments.The biased prior and the reconstructed Young’s modulus areshown in Fig. 5. A rectangle of four elements was identified asthe potential abnormal area and was labeled “high” incorrectly,but still close to the true abnormality square. It can be seen thatthe shape of the reconstructed abnormal area is influenced bythe biased prior, although the CGA still managed to find thetrue abnormality square. The prior knowledge has a tendencyto attract the inverse solution toward itself. In applications, wedo not expect the prior knowledge to be severely biased, but itsside-effect should be corrected as much as possible.
 It is worth noting that there are two basic types of priorinvolved. One is the smoothness prior that is implicit in thequadratic penalty term and the other one is explicitly specifiedas the ranked prior table. The former is a global constraint,while the latter is local in nature. Therefore, the influence ofa bad local prior cannot be remedied by adjusting the globalregularization parameter or stochastic ranking in CGA. Studyis needed to find more sophisticated and effective methods sothat the biased prior knowledge can be handled properly.
 B. Experiments With CGA and GNM
 There have been concerns about the advantage and disadvan-tage of genetic algorithms over the traditional gradient decentmethods, especially the computational efficiency for large-scaleproblems. To understand how various factors might affect the
 Fig. 5. Reconstructed Young’s modulus by the CGA with biased prior. Thesame noisy data (3% noise) was used. The prior labels four elements as “high,”which are inconsistent with the true solution. The final solution is clearlyinfluenced by the biased prior. (a) Biased prior knowledge and (b) result ofCGA with 3% data noise.
 performance of a CGA in solving inverse problems, we carriedout another set of experiments using both the CGA and GNM.
 The forward model is similar to the one that we used in theprevious experiments, except a much larger parameter space of900 elements (Fig. 6), and hence it is more difficult to find an op-timal solution of the corresponding inverse problem. The modelhas a size of 10 by 10 (cm) and is meshed with quadrilateralelements. Twenty-four elements in the center of the model arethe abnormal area with a Young’s modulus value of 400 kPa,and the background elements have a lower Young’s modulusvalue of 50 kPa. The element type used is four-nodes quadrilat-eral shell. Isoparametric mapping and the Lagrange formula areused in the interpolation (shape) functions
 (40)
 (41)
 (42)
 (43)
 (44)
 (45)
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 Fig. 6. The configuration of the forward model: number of elements = 900,number of nodes = 961, number of elements in the abnormal area = 24.(b) Illustrates the interpolation scheme of the quadrilateral element used in(39)–(44). (u; v) are displacement components, (x; y) denotes the location inthe global coordinate system, (s; t) represents the local coordinates within anelement, and (i; j; k; l) are used to index four nodes. (a) Forward model and(b) quadrilateral element.
 where denotes the interpolation function, are usedto index four nodal positions, denotes the local coordinatesof the quadrilateral element, and represents the globalcoordinates [see Fig. 6(b)].
 The boundary conditions were specified as follows. Themodel was compressed by forces exerted on the top boundary(0.4 N on each node), while the bottom boundary was fixed(Dirichlet type with all displacement components set to zero).
 First, we needed to determine an appropriate population size.We conducted a series of experiments with different populationsizes (10, 20, 50, 100, 500, 1000). The same stopping criterion(0.001) as specified in Section IV-A was used. We started eachsimulation with a good initial guess to ensure that the solutionsobtained are equally mechanically meaningful (close to the truesolution). For each chosen population size, we ran 30 simula-tions and the average results are listed in Table V and plotted inFig. 7.
 The CGA with a larger population size can converge withmany less generations than the CGA with a smaller populationsize but requires much more simulation time. In other words,for the CGA with a larger population size, each generation takesmore time due to the computational cost associated with its largepool. Although the CGA with a smaller population size usesmuch less execution time, this benefit is often offset by the con-cern of premature convergence due to a less diversified pool thatis common to smaller populations. Taking the above factors intoaccount, we chose a population size of 100 which maintainsenough population diversity yet still has a “reasonable” com-putational cost.
 The behavior of a CGA that has chromosomes in its poolcan be roughly viewed as being equivalent to local gradientmethods that are run simultaneously. The difference is that thechromosomes in a CGA have certain degrees of informationsharing among themselves through the crossover operation,while the gradient methods running in parallel are completelyindependent of each other. It would be interesting to compare
 TABLE VCGA EXPERIMENTS WITH DIFFERENT POPULATION SIZE. RESULTS ARE
 REPORTED AS THE AVERAGE OF 30 RUNS FOR EACH POPULATION SIZE.ALL SIMULATIONS WERE STARTED WITH A GOOD INITIAL POINT
 Fig. 7. The convergence behavior of the CGA with different population sizes.Each point on the curve is plotted using the average value of 30 simulations.
 the performance of a CGA of chromosomes with that ofindependent gradient methods.
 The gradient methods are known to be sensitive to the initialconditions. We use a guess that obeys the normal distributionlaw . In other words, the initial Young’s modulus valuesassigned to 900 elements should have a sample mean of and astandard deviation of . We experimented with six such initialconditions (unit kPa): , , ,
 , , , in the order of graduallydeviating from the true solution. All of the experiments wereperformed on a Sun Sparc Ultra 5 machine (eight CPUs with248 MHz and 2560 Mb).
 The experiments were designed as follows: for each of thesix initial condition distributions, we ran 30 CGA simulationsand 100 GNM simulations and present the results in Tables VIand VII. Each row in the tables presents the statistical perfor-mance of 30 CGA simulations or 100 GNM simulations, allwith their initial guesses generated by the same normal distribu-tion function. A CGA simulation was stopped if the convergencecriterion as specified in (37) was below a threshold (0.001). AGNM simulation was stopped if the convergence criterion (38)was satisfied with a tolerance (1.0 8) or a maximum iterationnumber was reached (400 in this experiment). We then evaluatethe two algorithms based on five performance indexes: the con-vergence ratio, the number of evaluations of the objective func-tion, the simulation time, and the averaged property values inthe abnormal area and the background.
 The convergence ratio is defined as the number of convergedsimulations divided by the total number of simulations. Inthe case of GNM, the drop in convergence ratio is noticeableas the initial condition moved away from the true solution.For example, starting with relatively poor initial conditions( and ), many GNM simulations failedto converge (or converged to a local minimum far away from
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 TABLE VIPERFORMANCE OF CGA AND GNM WITH DIFFERENT INITIAL CONDITIONS. FOR EACH OF THE SIX INITIAL
 CONDITIONS, 30 CGA SIMULATIONS AND 100 GNM SIMULATIONS WERE CONDUCTED. RESULTS ARE
 REPORTED IN TERMS OF THE NUMBER OF EVALUATIONS OF OBJECTIVE FUNCTION, THE SIMULATION
 TIME, AND THE CONVERGENCE RATIO. THE CONVERGENCE RATIO IS COMPUTED AS THE NUMBER
 OF CONVERGED CASES DIVIDED BY THE TOTAL NUMBER OF SIMULATIONS. ONLY DATA OF
 CONVERGED CASES ARE USED TO COMPUTE THE NUMBER OF EVALUATIONS AND THE
 SIMULATION TIME. (SD!STANDARD DEVIATION)
 TABLE VIIRECOVERED PROPERTY VALUES WITH CGA AND GNM. THE SOLUTIONS ARE GIVEN IN TERMS OF THE
 AVERAGED PROPERTY VALUES IN THE ABNORMAL AREA (E ) AND THE BACKGROUND (E ).STATISTICAL DATA ARE BASED ON THE CONVERGED SIMULATIONS ONLY
 the true solution). In contrast, the convergence ratio of the CGAis more stable. The performance deterioration of the CGAcaused by a poor initialization is less drastic.
 The gain in the convergence ratio of a CGA comes with aprice of longer simulation time. A single CGA simulation tookmuch more time to converge than a single GNM simulation did.This can also be seen in the number of evaluations, which aremore or less proportional to the simulation time. On the otherhand, if we view the outcome of a single CGA of 100 chromo-somes as being equal to that of 100 independent GNMs, thenrunning 100 independent GNMs seems more expensive thanrunning a single CGA. However, this comparison could be mis-leading. It should be stressed that the bottleneck of a GNM sim-ulation is the computation of the Jacobian matrix. In our cur-rent implementation, a finite difference approximation methodis used, which implies that for a problem of parameters, at
 least calls of the forward model were needed for each itera-tion step. This accounts for about 87% of the total GNM simu-lation time. If a more efficient method such as the adjoint statemethod is used [46], the simulation time of a GNM can be sig-nificantly reduced, and the advantage of a single CGA against100 independent GNMs will likely disappear. Furthermore, ifwe are dealing with a complex 3-D problem, a larger popula-tion size might be needed, which will also increase the compu-tational cost of the CGA.
 The averaged property values in the abnormal area ( ) andthe background ( ) can provide valuable information about thequality of solutions (see Table VII). In the background, bothCGA and GNM produced good results (small standard devia-tion and roughly the same mean and median values across dif-ferent initial conditions). In the abnormal area, GNM solutionsshow more uniform distributions than CGA solutions. For ex-
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 Fig. 8. Examples that show the convergence path of CGA and GNM simulations with different starting points. The contours (dashed lines) represent the valuesof objective function. The black circle indicates the position of the true solution. Note that this is a very simplified view of the solution space. The actual solutionlandscape in higher dimensions is much more complex and is characterized by numerous local minimums.
 ample, GNM solutions are centered around 200 kPa with smallstandard deviations, while CGA solutions vary over much largeranges (high standard deviations), even though the mean andmedian values of CGA are closer to the true solution (400 kPa).The is probably due to the fact that the smoothing effect of thequadratic constraint term in GNM is stronger than the piece-wise and rank-based penalty function in CGA. It can also beseen that, given a good starting point , solution statis-tics from the two algorithms become very similar.
 From the above experimental results and analysis, several ob-servations can be made.
 1) The CGA is more robust in the sense that it is less sensitiveto the initial conditions.
 2) A single GNM is more efficient than a single CGA interms of the convergence time. If a good initialization isavailable, the GNM is a more attractive choice.
 3) A better solution strategy is to combine the GNM and theCGA in a way that both their strengths can be fully uti-lized. For instance, the CGA can be used to find a rela-tively good initial approximation, upon which the GNMcan be launched to speed up the search.
 4) The performance of an inverse algorithm can be affectedby many factors, such as execution environment, gradientapproximation method, implementation strategy, and thetolerance used to stop the simulation. Therefore, soundjudgment based on a thorough understanding of the spe-cific physical model is always needed.
 To illustrate the convergence behaviors of the CGA and theGNM, we plot the minimization steps of four example runs inFig. 8. Since it is difficult to visualize the solution landscape inhigh dimensions, we simplify the space in the following way:For each solution vector, we use the two averaged values (and ) as new parameters to plot the solution and the corre-sponding objective function in a 2-D contour map. Each pointin the 2-D map represents a possible solution. The true solutionshown as a black circle is located at the global minimum of thesolution space (objective function ).
 As shown in Fig. 8(a) and (c), if one started with a point closeto the true solution, the GNM took only a few steps to reach thetrue solution, while the CGA could take a couple of hundredgenerations. Given a poor initial guess, Fig. 8(d) depicts the con-vergence path of a successful CGA simulation, while Fig. 8(b)shows a GNM simulation that failed to converge to the true so-lution (stuck in a local minimum).
 It should be emphasized that Fig. 8 is only used for illustra-tion. The actual solution space of 900 parameters is far morecomplex than the 2-D contour map. The are numerous local ex-trema that cannot be seen in this extremely simplified two pa-rameter space.
 We also plot the results of 100 GNM simulations in Fig. 9.The 100 examples are randomly picked from the total of 600simulations (we had 100 simulations for each of the six initialconditions). The plot helps us visualize the influence of initial-ization on the behavior of local gradient methods. It is apparent
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 Fig. 9. The results of GNM simulations with various initial conditions. Thecircles and filled triangles represent the cases that converged and diverged,respectively.
 that as the initial condition deviated away from the true solution,more and more GNM simulations failed to converge (trapped inlocal minimum).
 V. SUMMARY
 We present a constrained genetic approach for reconstructingthe Young’s modulus of elastic objects under deformation. Thisapproach utilizes a rank-based mechanism to incorporate quali-tative prior knowledge to constrain the admissible solutions. Ex-periments with noisy data show that the Young’s modulus canbe successfully reconstructed with significant improvement inboth solution accuracy and stability. Based on the experimentswith the GA, CGA, and GNM, several observations can be madeabout the following aspects of the recovery algorithms: 1) therobustness in the presence of data noise; 2) the computationalefficiency; and 3) the sensitivity to initialization.
 In all of the experiments, both the CGA and the GNM showedtheir robustness against data noise by converging to a stableand near-optimal solution, attributed to the constraint imposedthrough the penalty function. Being able to handle noisy data iscritical to any reconstruction algorithm because ideal noise-freedata is rarely available in practice.
 Because of its stochastic nature, the CGA is more demandingthan the gradient-based methods in terms of computational re-sources. For a 2-D nonlinear inverse problem of modest size, apopulation of more than 50 chromosomes and several hundredsof generations are necessary. For a more complex 3-D recon-struction problem, the demand for CPU power could be muchhigher.
 Although the CGA is a computationally intensive method, ithas a very desirable feature of being less sensitive to the initialconditions. By maintaining a diversified population pool, CGAcan explore the solution space on a global scale without beingcaught in local extrema, which has been the main obstacle tothe gradient-based methods. A recent study by Salomon [59]showed that a hybrid approach can yield better results than ei-ther a regular GA or a steepest descent method alone for cer-tain test functions. The combination of genetic and Powell al-gorithms and its application in electrical impedance tomography
 was also reported [26]. A hybrid approach is certainly attrac-tive for the Young’s modulus reconstruction because the CGAcan provide a good initial approximation by exploring a widesolution landscape, upon which a more efficient local gradientmethod can then be applied to expedite the convergence process.The study by Chiwiacowsky et al. [7] suggests that the hybridmethod is very promising for solving the large-scale ill-posedelasticity reconstruction problem. But designing an appropriateframework to combine the two approaches and finding the op-timal point at which the CGA is switched to the gradient methodis still a challenging issue and future work is warranted. Anotherinteresting approach is to embed the gradient method insidethe evolutionary algorithm as a special operator. This methodhas the advantage that the switching between two algorithmsand the associated overhead can be avoided [52]. Finally, itshould be stressed that conclusions drawn from this study onlyapply to the particular setting of the inverse elastic problem withlinear assumptions and should not be generalized to other do-mains without extensive tests using either real models or thewell known benchmark functions.
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