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 19 16.7: Surface Integrals of Scalar Fields 41
 20 16.7: Surface Integrals of Vector Fields 42
 21 16.8: Stoke’s Theorem 44
 22 16.9: Divergence Theorem 45
 23 Surface Integrals Review 46
 24 Review 48Disclaimer: These notes and images are not solely my own. I use both words and images from Stewart’s
 Calculus book, as well as various other web sources. These are provided solely as a reference for my students whowould like to view my lecture notes if they miss class or want to clarify their own notes.
 1 15.1: Double Integrals over Rectangles
 1.1 Reviewing Single Variable Function
 In single variable calculus, if f : [a, b] → R (where R denotes the real numbers (−∞,∞)), we defined∫ baf(x) dA to
 be the area under the curve. We then used Riemann sums to rigorously define the integral, that is we defined the
 1
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 integral by ∫ b
 a
 f(x) dx = limn→∞
 n∑i=1
 f(x∗i )∆xi
 Where ∆xi is the size of the ith interval and x∗i is in the ith interval.
 Figure 1: An example of the Riemann sum approximation for a function f in one dimension.
 Though Riemann Sums are the way we define the integral, it is not what we use to compute the integral.Instead, we use a handy dandy theorem:
 Theorem 1 (The Fundamental Theorem of Calculus). If f : [a, b] → R is a continuous function and F is anantiderivative (that is F ′(x) = f(x)), then ∫ b
 a
 f(t) dt = F (b)− F (a).
 This theorem should be familiar as it is what we use every time we evaluate an integral. The outline of this
 class is that we will define integrals over 2 and 3 dimensional spaces instead of just one dimension. We will first useFubini to define these integrals in terms of interated one-dimensional integrals. After the first midterm we will spendthe rest of the quarter working to generalize the Fundamental Theorem of Calculus to higher dimensions.
 1.2 Double integrals over rectangles
 Now with double integrals instead of defining the integral to be the signed area over the x-axis, in two dimensionswe will define the double integral to be the volume of the function over the xy-plane. To compute the volume, takeapproximating boxes. So for a function f : R→ R where R = [a, b]× [c, d], we define the integral of f by∫ ∫
 R
 f(x, y) dA = limm,n→∞
 n∑i=1
 m∑j=1
 f(x∗ij , y∗ij)∆(Rij)
 where Rij are the rectangles dividing R, ∆(Rij) is the area of these rectangles, and (x∗ij , y∗ij) ∈ Rij .
 Example Suppose f : [−1, 1] × [−2, 2] → R is defined by f(x, y) =√
 1− x2. What is the area under thecurve?
 To solve this, we don’t have any techniques for solving iterated integrals, so we want to use geometry. Ifz = f(x, y), then z2 + x2 = 1. Since z ≥ 0, this is a semicircle. Extending along the y axis gives a half cylinder.
 2
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 Figure 2: Here is a visual representation of a 2 dimensional Riemann Sum approximation for the volume under ahemisphere.
 Figure 3: Here is a graph of f(x, y) =√
 1− x2
 So the volume is given by the base (half-disk of radius 1 times the height (which is 4).
 Volume =
 ∫ ∫[−1,1]×[−2,2]
 √1− x2 dA =
 1
 2(π)(1)2 · 4 = 2π.
 Properties Double integrals have the same properties as single integrals. These follow from the Riemannsum definition, in particular, you can add sums, factor out common factors from sums, and have monotonicityproperties. That is
 1. Additivity: ∫ ∫R
 f + g dA =
 ∫ ∫R
 f dA+
 ∫ ∫R
 g dA.
 2. Scalar Factor: ∫ ∫R
 cf dA = c
 ∫ ∫R
 f dA.
 3
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 3. Monotonicity: If for all x, y ∈ R, f(x, y) ≤ g(x, y), then∫ ∫
 Rf dA ≤
 ∫ ∫Rg dA.
 Average Value In one variable, to take the average value, we integrate the function over an interval, anddivide by the size of that interval.
 favg =1
 b− a
 ∫ b
 a
 f(x) dx.
 In multiple variables, we integrate over a region R (can be a rectangle, or any shape), but we take the doubleintegral, and divide by the size of the region R, or the area of R. So
 favg =1
 A(R)
 ∫ ∫R
 f(x, y) dA.
 Note: For now we are working with rectangles. We will start working with different domains. You canalways split up a domain into disjoint pieces and just add the integrals.
 2 15.2: Iterated integrals
 Without good geometric understanding like the example in the last section, we need a good way to evaluate doubleintegrals. This is where iterated integrals come in handy. Let R = [a, b]× [c, d]. Then define a function of x,
 A(x) =
 ∫ d
 c
 f(x, y) dy.
 Then we get the following Theorem by Fubini
 Theorem 2 (Fubini). If f is continuous OR if f is bounded and has finitely many discontinuity curves,∫ ∫R
 f dA =
 ∫ b
 a
 [∫ d
 c
 f(x, y) dy
 ]dx
 =
 ∫ d
 c
 ∫ b
 a
 f(x, y) dx dy. (Similarly by setting A(y) =∫ baf(x, y) dx)
 Note: The ”double integral” is on the left hand side of the equation, which is defined by Riemann sums.Fubini’s Theorem says that you can evaluate this two-dimensional Riemann sum by iterating two one-dimensionalintegrals which we can evaluate using the Fundamental Theorem of Calculus. This is where we get the term iteratedintegral
 Here are some examples to highlight the importance of Fubini:
 1. Assumptions matter Let R = [0, 1]× [0, 1], and define f : R→ R by f(x, y) = x2−y2(x2+y2)2 . Then f is continuous
 except at (0, 0). Moreover, f is unbounded at this point. That is
 limx→0
 limy→0
 x2 − y2
 (x2 + y2)2= limx→0
 1
 x2=∞.
 So we are not in a case where we can apply Fubini. We can see this by example as∫ 1
 0
 ∫ 1
 0
 x2 − y2
 (x2 + y2)2dy dx =
 ∫ 1
 0
 [y
 x2 + y2
 ]1
 0
 dx =
 ∫ 1
 0
 1
 1 + x2dx = arctan(1) =
 π
 4.
 Similarly, ∫ 1
 0
 ∫ 1
 0
 x2 − y2
 (x2 + y2)2dy dx =
 ∫ 1
 0
 [−x
 x2 + y2
 ]1
 0
 dy = − arctan(1) = −π4.
 Moral of the Story: Always check for continuity OR bounded with finite number of discontinuity curves.
 2. Fubini makes the impossible possible Integrate∫ 1
 0
 ∫ 1
 xey
 2
 dy dx.
 Integrating ey2
 is essentially impossible, but ey2
 is continuous everywhere. So let’s see if we can apply Fubinito change bounds. Be careful, these are not constant bounds!
 4
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 To do this, look at the outside integral. The variable is in x, and the bounds are between 0 and 1. So 0 ≤ x ≤ 1.Now looking at the inside integral, the varaible is y, and x ≤ y ≤ 1. Putting these two equalities together, weobtain
 0 ≤ x ≤ y ≤ 1.
 Now to reverse the order of integration, the variable y is on the outside integral where we need constant bounds.since 0 ≤ y ≤ 1, those are our outside bounds. Then 0 ≤ x ≤ y gives the inside bounds. Hence we rewrite thisintegral as ∫ 1
 0
 ∫ y
 0
 ey2
 dx dy.
 Exercise: finish solving this integral.
 3. Fubini makes solving integrals easier by allowing us to use iterated integrals. Sometimes using properties of thedouble integral, we can get even simpler results. Let f(x, y) = x2y3 be defined on the rectangle R = [a, b]×[c, d].Then ∫ ∫
 R
 f(x, y) dA =
 ∫ d
 c
 ∫ b
 a
 x2y3 dx dy (The blue y3 is a constant on the inner integral!)
 =
 ∫ d
 c
 y3
 ∫ b
 a
 x2 dx dy (The integral in blue is just a number)
 =
 [∫ d
 c
 y3 dy
 ]∫ b
 a
 x2 dx.
 In general if we can split f(x, y) = g(x)h(y), then∫ ∫R
 f(x, y) dA =
 ∫g dx
 ∫h dy.
 End Lecture 1
 3 15.3: Double Integrals over General Regions
 We don’t always want to integrate over just rectangles. Working in terms of the variables x and y is referred toworking in rectangular coordinates. In rectangular coordinates, we will be able to split any region of integration intoone of the following two types:
 1. A type 1 function is bounded by two continuous functions in x. Consider
 D = {(x, y) : 0 ≤ x ≤ 2, x2 ≤ y ≤ 2x}.
 To set up the integral, we then integrate y first since it depends on x.∫ 2x
 x2
 f(x, y) dy.
 Then there are constant bounds for x which is our outside integral giving∫ 2
 0
 ∫ 2x
 x2
 f(x, y) dy dx.
 2. A type II region is bounded by continuous functions of y. Here we draw a horizontal line. Not all type IIregions are type I regions, and vice versa. But in our previous example, we had a region which was also typeII.
 To change coordinates, I follow the following process.
 (a) constant bounds for the new “outside” variable. (We have 0 ≤ y ≤ 4)
 (b) solve for new “inside” variable from inequalities one at at a time. (First y ≥ x2 and y ≥ 0 implies x ≤ √y.Then y ≤ 2x implies x ≥ y
 2 )
 (c) set up new integral with given bounds (Our region is D = {(x, y) : 0 ≤ y ≤ 4, y2 ≤ x ≤ √y}.) So ourintegral is ∫ 4
 0
 ∫ √yy2
 f(x, y) dx dy.
 5
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 Figure 4: This is a picture of D viewed as a type 1 region. In particular, we view the bounds of x as constant, so0 ≤ x ≤ 2 and as a function of y we can draw a line to see that the lower bound of integration is x2, and the upperbound is 2x.
 Figure 5: Here is the same region as above, but viewed as a type 2 region. Not all regions are both type 2 and type1. A region must be both type 2 and type 1 to change the order of integration in rectangular coordinates.
 4 15.4: Polar Coordinates
 A circle centered at the origin is a pretty simple object to look at, but to integrate over a circle in rectangularcoordinates, we have to solve for y, so y = ±
 √r2 − x2. Then we have to split our integral into two regions. Polar
 Coordinates is used so that we can more naturally integrate over regions which have circular or ellipsoidal components.We define polar coordinates in terms of r and θ, so we will often use the letter a to denote a radius of a
 circle to avoid confusion. We will usually use x and y to represent rectangular coordinates, which give the distancefrom the origin in the x direction, and the distance from the origin in the y-direction. In polar coordinates, f isthe Euclidean distance from the origin, and θ is the angle from the x-axis in the counter-clockwise direction. We letr ∈ [0,∞), and θ ∈ [0, 2π).
 To determine the relationship between polar coordinates, we use the good old SOH CAH TOA to see thatsin(θ) = y
 r and cos(θ) = xr . So using the identity sin2(θ) + cos2(θ) = 1, we obtain the identity x2 + y2 = r2.
 When we define integration via Riemann sums, instead of summing over rectangles, we will instead sum overpolar rectangles. (See image)
 ** Disclaimer: The information in the two paragraphs below is meant to give intuition, and lacks rigor.Section 15.10, as well as reading the construction in Section 15.4 will help provide more rigor to the given intuitivereasoning **
 In order to define our integration, first recall that in Rectangular coordinates we integrate with respect todA given by dxdy or dydx where dx represents an ”infinitesimal” or ”really really really really small” change in x,and dy represents an infinitesimal change in y. The symbol dA means ”with respect to area of your approximating
 6
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 Figure 6: Here is a side-by-side picture of rectangular coordinates versus polar coordinates. ccw means ”counter-clockwise” which is the standard convention for moving in the positive θ direction.
 Figure 7: Here is a polar rectangle on the left, and on the right depicts a Riemann sum approximation of a sectorsplit into polar rectangles.
 Riemann sum rectangles”. So the area of our Riemann sum rectangles in rectangular coordinates are dx ·dy or dy ·dx.Similarly, if we want to find dA, but this time in polar coordinates, so we need to find the area of a small
 polar rectangle. When polar rectangles are small, they are almost a real rectangle, so we can approximate the areaof the polar rectangle by taking the side length times the arc length of the inside curve. So dr will be one side of therectangle. To find the arc length, recall the diameter of a circle is 2πr. Since there are 2π radians in a circle, to findthe arc length of a sector we simply multiply r by the number of radians in that sector. So if dθ is the radians inour sector, the arc length is rdθ.
 Hence dA = r dθ dr = r dr dθ. The extra r is called the Jacobian which will be discussed at the end ofChapter 15 right before the first midterm.
 Example 1. Evaluate the following integral by changing to polar coordinates.∫ ∫D
 e−x2−y2 dA
 where D is the region bounded by the semicircle x =√
 4− y2 and the y-axis.
 To do this, we first sketch the region D. First notice that x2 + y2 = 4 defines the circle, so we have a circleof radius 2 where x > 0.
 7

Page 8
                        

Math 324: Advanced Multivariable Calculus Notes Samantha Fairchild
 Figure 8: Here is a visualization of the variables we used to get an idea behind the fact that dA = r dr dθ in polarcoordinates.
 So in polar coordinates, we can write
 D = {(r, θ) : 0 ≤ r ≤ 2,−π2≤ θ ≤ π
 2
 This tells us how to set up the integral, and the inside of the integrand, since x2 + y2 = r2 is given by e−r2
 .Thus we have ∫ π
 2
 −π2
 ∫ 2
 0
 e−r2
 r dr dθ =π
 2(1− e−4).
 End Lecture 2
 5 15.5: Applications of Double Integrals
 There are a lot of applications of Multivariable Calculus problems to the real world. We will mention 3 particularapplications throughout the quarter: Center of Mass/ Moments of Inertia, Electric Charge, Probability DensityFunctions.
 In two dimensions, to find the mass of an object with constant density, we take the density times the area,so m = ρ ·∆A. when ρ is a continuous function, on a small rectangle, ρ is almost continuous so we can calculate themass of the small rectangle to be ρ · ∆A. Doing this over a lot of rectangles and taking the limit as the rectanglesize goes to zero, we obtain the Riemann sum definition of mass:
 m = limk,`→∞
 k∑i=1
 ∑j=1
 ρ(x∗ij , y∗ij) ·∆A =
 ∫ ∫D
 ρ(x, y) dA.
 Similarly, we can find the center of mass, giving the formula
 x =1
 m
 ∫ ∫D
 xρ(x, y) dA y =1
 m
 ∫ ∫D
 yρ(x, y) dA.
 Where the integrals written out above are the moment about the y axis (My) and the moment about the x axis(Mx), respectively.
 The moment of inertia, which tells us ”how much you need to get things going” . In particular, the momentof intertia about the x-axis is
 Ix =
 ∫ ∫D
 y2ρ(x, y) dA
 8
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 The moment about the y-axis is
 Iy =
 ∫ ∫D
 x2ρ(x, y) dA
 Finally, the moment of inertia about the origin is
 I0 =
 ∫ ∫D
 (x2 + y2)ρ(x, y) dA.
 In Example 4, you computed I0 for a disc of constant density ρ and radius a. You found
 I0 =πρa4
 2=
 1
 2ma2
 where m is the mass of the disc. So increasing mass or increasing the radius increases the amount of effort it takesto get the disc rolling.
 These were all stated in terms of physical problems, however if ρ is a charge density, then by computing m,you compute Q which is usually denoted as the total charge.
 Similarly, there are probability density functions. Let f a continuous function in random variables X andY . That is f(x, y) ≥ 0 for all x, y and if f is defined over a region D, then
 ∫ ∫Df(x, y) = 1.
 In other words, probability density functions are “mass 1” systems.To find the probability that (X,Y ) ∈ A for some region A ⊆ D, we compute
 P ((X,Y ) ∈ A) =
 ∫ ∫A
 f(x, y) dA.
 Note this is just a “mass-like” computation. The total mass is 1, and the goal is to find the mass of a certain subsetto be the probability that X and Y lie in that subset.
 Example 2. Given a random person, let X be the length of “aww” in response to a cute cat video, and let Y bethe length of “aww” in response to a cute dog video. Suppose the probability density function is given by
 f(x, y) =
 {1
 1500 (x+ 2y) 0 ≤ x, y ≤ 10
 0 else
 Then find the probability that a random person likes cats so little that they “aww” for at most 7 seconds, but likedogs enough that they “aww” for at least 2 seconds.
 Exercise Verify that f is indeed a probability density function. That is the total mass is 1.The questions asks for P (X ≤ 7, Y ≥ 2), so the probability asked for is given by
 P (X ≤ 7, Y ≥ 2) =
 ∫ 7
 0
 ∫ 10
 2
 1
 1500(x+ 2y) dy dx =
 868
 1500≈ .5787
 So one would estimate that about 58 percent of the population gave an “aww” for less than 7 seconds forthe cat video, and more than 2 seconds for the dog video.
 6 15.6: Surface Area
 If f(x) is continuous, recall that length is given by
 L =
 ∫ b
 a
 √1 + f ′(x)2 dx
 Similarly, if z = f(x, y) is defined over a region D where the partial derivatives fx and fy are continuous,then the surface area is
 A(S) =
 ∫ ∫D
 √(fx)2 + (fy)2 + 1 dA =
 ∫ ∫D
 √(∂z
 ∂x
 )2
 +
 (∂z
 ∂y
 )2
 + 1 dA.
 The mysterious 1 is actually ∂f∂z = ∂z
 ∂z = 1. We will come back to this formula to generalize it in Section 16.6.The most difficult part of this section is visualizing the object so that you can set up the integral.This example is a common shape that we have to find throughout the course.
 9
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 Example 3. Find the area of the part of the plane 3x+ 2y + z = 6 that lies in the first octant.
 First, we work on visualization. The first octant implies x, y, z ≥ 0. So we can visualize this plane by howit intersects the planes x = 0, y = 0, and z = 0.
 We first set z = 0. This gives the equation
 3x+ 2y = 6
 which is a line with y-intercept 3 and x-intercept 2.Now draw this line in your axes:
 Next, since 3 points determine a plane, we can set x = y = 0 to find z = 6. This allows us to draw thetriangle.
 Setting z = f(x, y) = 6− 2y − 3x, our region of integration is in the xy-plane given by
 D = {(x, y) : 0 ≤ x ≤ 2, 0 ≤ y ≤ 3− 3
 2x}.
 Thus we can find the surface area
 A(S) =
 ∫ ∫D√
 14 dA =√
 14
 ∫ ∫D
 dA =√
 14 · 1
 2(2)(3).
 Above we didn’t need to compute the integral since∫ ∫
 DdA is just the area of the triangle D.
 End Lecture 3
 10
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 7 15.7: Triple Integration
 Example 4. (Example 5) Find the volume of the tetrahedron bounded by the planes x+ 2y+ z = 2, x = 2y, x = 0,and z = 0.
 We first visualize this tetrahedron. In particular, when z = 0, on the xy-plane we can solve for y to obtainthe equations y = x
 2 and y = 2−x2 and x = 0. So in the xy-plane we have
 When x = 0, we have the equations z = 0, y = 0, and z = 2 − 2y. Sketching this plane intersection, andconnecting with the line from (1, 1
 2 , 0) to (0, 0, 2), we obtain the tetrahedron
 In previous section, we found the volume by integrating z = f(x, y) over area.∫ 1
 0
 ∫ 2−x2
 x2
 2− x− 2y dx dy.
 Now that we’ve defined a triple integral, we can find the volume by integrating the constant function 1 withrespect to volume:
 V =
 ∫ ∫ ∫T
 1 dV =
 ∫ 1
 0
 ∫ 2−x2
 x2
 ∫ 2−x−2y
 0
 .
 Since a double integral of a function of two variables∫ ∫
 1 dA gives area, and a triple integral gives volume,why not do a quadruple or even more integrals? To interpret these integrals, we keep using the word volume, butadd the dimension. For example we can find the volume of the n-dimensional cube as follows:
 1. length([0, 2]) =∫ 2
 0dx = 2
 2. area([0, 2]× [0, 2]) =∫ 2
 0
 ∫ 2
 0dx dy = 4.
 3. volume([0, 2]3) =∫ 2
 0
 ∫ 2
 0
 ∫ 2
 0dx dy dz = 8
 4. The n-dimensional volume is given by V ([0, 2]n) = 2n.
 11
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 Also as an interesting trivia piece, we can also do this for the n-sphere Sn = {(x1, . . . , xn) : x21+· · ·+x2
 n ≤ r2}.The volumes are then given by
 1. length([−1, 1]) = 2
 2. area = πr2
 3. volume of 3-sphere is 43πr
 3
 4. volume of 4-sphere is 12π
 2r4
 5. volume of 5-sphere is 815π
 2r5.
 These volumes don’t follow as nice of a pattern as for the cube.In the reading you worked through examples 1 and 2. Note you do not need to memorize the different types
 (Type 1, 2,3, etc). But you do have to be given an order of integration, or come up with an order of integration inwhich to set up the integral.
 Below are some highlights of triple integrals:
 � Fubini works for triple integrals. just check your function is continuous and you can interchange bounds. Noteyou have to be careful changing your bounds especially when you have variable bounds.
 � Instead of memorizing Types 1,2,3, etc instead when working on setting up triple integrals, I keep the followingin mind for a general integral: The inside integral bounds can depend on the middle and outside variables.The middle integral bounds can depend on the outside variable, and the outside variable must have constantbounds.
 � Center of mass, moments of inertia, and probability density functions all have analagous results. See theformulas on page 1023 for reference.
 � I always set up my integral by choosing my inside variable first, so I write the integral∫ ∫ ∫E
 f dV =
 ∫ ∫D
 [∫f(x, y, z) d(inner)
 ]dA.
 then project onto the region D and either use rectangular or polar coordinates on the region D.
 Example 5. (This is the second part of example 3 from the text) Evaluate∫ ∫ ∫
 E
 √x2 + z2 dV where E is the region
 bounded by y = x2 + z2 and y = 4.
 We first work to sketch the region. When y = 0, 1, 2, 3, 4, we have circles of increasing radius from 0 to 4centered along the y-axis. From here we know we have a cone or a paraboloid. By setting x = 0, we have the liney = z2, so we indeed have a paraboloid.
 12
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 Since we already know y goes from x2 + z2 to 4, it’s a fairly natural idea to let y be the inside variable. Sowe can set up our integral ∫ ∫ ∫
 D
 √x2 + z2 dV =
 ∫ ∫D
 [∫ 4
 x2+z2
 √x2 + z2 dy
 ]dA
 where D is the projection of our shape onto the xy-plane which is just a circle of radius 2.
 Polar coordinates should always be our go-to when there are circles involved, so we can write D in polarcoordinates as
 D = {(r, θ) : 0 ≤ r ≤ 2, 0 ≤ θ ≤ 2π}.
 Where x = r cos θ and z = r sin θ.Thus we have our integral can be rewritten as∫ 2π
 0
 ∫ 2
 0
 ∫ 4
 r2r · r dy dr dθ.
 As an exercise compute this integral to find the value of 128π15 .
 Example 6. This example is like Example 4 in the book. I will work to visualize the integral and do one of theintegrals. In the worksheet you will finish this example. Sketch the region of integration for the integral∫ 1
 0
 ∫ 1−x2
 0
 ∫ 1−x
 0
 f(x, y, z) dy dz dx.
 Rewrite this integral in the 5 other orders. (In this example we will compute the integral in the orders dy dx dz anddx dy dz
 13
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 We first work to visualize this objection. The region has the bounds
 E = {(x, y, z) : 0 ≤ y ≤ 1− x 0 ≤ z ≤ 1− x2 0 ≤ x ≤ 1}.
 Using this information, I draw the coordinate axes. In the xy-plane when z = 0, we have the triangle withsides the x-axis, y-axis, and the line y = 1− x.
 I draw this line. I also draw the line z = 1 − x2 in the xz-plane. Finally if x = 0, then 0 ≤ y ≤ 1 and0 ≤ z ≤ 1. So on the yz-plane we have the unit square. Finally connecting the points (1, 0, 0) to (0, 1, 1) along theparabola z = 1− x2, we obtain the shape :
 We first write the integral in terms of dy dx dz. The variable y is still our inside variable, so the insideintegral stays the same. Projecting onto the xz-plane, we have the region
 D1 = {(x, z) : 0 ≤ x ≤ 1, 0 ≤ z ≤ 1− x2}.
 Solving for x we haveD1 = {(x, z) : 0 ≤ z ≤ 1 0 ≤ x ≤
 √1− z}.
 So we can now set up the integral ∫ 1
 0
 ∫ 1−z
 0
 ∫ 1−x
 0
 f(x, y, z) dy dx dz.
 Next, we set up the integral in the order dx dy dz. Since we are projecting onto the yz-plane, we know weare projecting into the square 0 ≤ y, z ≤ 1. However, if we look at a light shining from the x-axis, it will not hit thesquare, instead it will hit the plane z = 1− x2 on one portion, and the plane y = 1− x on the other portion. So inthe projection there is a line through the unit square given by the intersection of y = 1− x and z = 1− x2. So theintersection is given by
 z = 1− (1− y)2 = 1− 1 + 2y − y2 = 2y − y2 or y = 1−√
 1− z.
 So our region of integration is split into two regions:
 14
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 On R2, the we have the bounds for x are 0 ≤ x ≤√
 1− z, and we can write
 R2 = {(y, z) : 0 ≤ z ≤ 1, 0 ≤ y ≤ 1−√
 1− z}.
 On R1, the bounds for x are 0 ≤ x ≤ 1− y, and we can write
 R2 = {(y, z) : 0 ≤ z ≤ 1, 1−√
 1− z ≤ y ≤ 1}.
 Thus we can set up the integral∫ 1
 0
 ∫ 1
 1−√
 1−z
 ∫ 1−y
 0
 f(x, y, z) dx dy dz +
 ∫ 1
 0
 ∫ √1−√
 1−z
 0
 ∫ √1−z
 0
 f(x, y, z) dx dy dz.
 End Lecture 4
 8 15.8: Cylindrical Coordinates
 In Cylindrical Coordinates, the xy-plane is polar coordinates, and z is the vertical component. So there’s reallynothing new at all here, it’s just polar coordinates with a z axis to make it 3-dimensional.
 The relationships are thenx = r cos θ, y = r sin θ z = z.
 Example 7. (Example 2 from text) Draw the equation z = r. Squaring each side, z2 = r2 = x2 + y2. So this is justa cone, with its point at the origin.
 In triple integrals, z is often on the inside, so the coordinates are frequently set up as∫ ∫ ∫E
 f(x, y, z) dV =
 ∫ θ1
 θ0
 ∫ r1(θ)
 r0(θ)
 ∫ z1(θ,r)
 z0(θ,r)
 f(r cos θ, r sin θ, z)r dz dr dθ.
 But of course the integral can be set up in any order.NOTICE: Unless otherwise stated, cylindrical coordinates are always (r, θ) in the xy-plane. An example
 where we have already used cylindrical coordinates which didn’t have (r, θ) in the xy-plane was in the last lecturewhere we found
 ∫ ∫ ∫E
 √x2 + z2 dV where E is bounded by y = x2 + z2 and y = 4.
 In this case letting x = r cos θ and z = r sin θ, we used cylindrical coordinates with (r, θ, y).Using these coordinates, the paraboloid has equation y = r2. So in general, z = r is a cone, and z = r2 is a
 paraboloid. These are convenient shapes to have memorized in cylindrical coordinates.
 Example 8. (Example 3 from book) Find the mass of the solid E within the cylinder x2 + y2 = 1 and below theplane z = 4 and above the paraboloid z = 1 − x2 − y2, where the density is proportional to the distance from thez-axis in cylindrical coordinates.
 To visualize we draw a cylinder of radius 1 with a cap on it at z = 4. Then the cylinder x2 + y2 = 1 andz = 1 − x2 − y2 intersect when z = 0, so the cylinder rests on the xy-lane, with the top of the paraboloid as thebottom cap for the shape.
 15
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 Since there is a cylinder in x and y, as well as two given bounds written in terms of z, so 1 − x2 − y2 ≤ z ≤ 4, wecan write our shape in cylindrical coordinates as
 E = {(r, θ, z) : 0 ≤ θ ≤ 2π, 0 ≤ r ≤ 1, 1− r2 ≤ z ≤ 4}.
 “Proportional to” implies times a constant, so the density function is K√x2 + y2 = Kr for some constant K.
 Hence using the formula that mass is the integral of our density function, we can write
 m =
 ∫ 2π
 0
 ∫ 1
 0
 ∫ 4
 1−r2(Kr)r dz dr dθ.
 Example 9. Visualize the solid whose volume is given by the integral∫ π/2
 −π/2
 ∫ 2
 0
 ∫ r2
 0
 r dz dr dθ.
 End Lecture 5
 9 15.9: Spherical Coordinates
 Spherical Coordinates: (ρ, θ, φ), for 0 ≤ θ ≤ 2π, ρ ≥ 0, and 0 ≤ φ ≤ π. The variable ρ is the euclidean distancefrom the origin. The variable θ is the angle in the xy-axis, the same θ as in cylindrical coordinates. The variable φmeasures the angle from the positive z-axis.
 16
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 The equations relating the variables are
 z = ρ cos(φ), y = ρ sinφ sin θ, x = ρ sinφ cos θ.
 We derive these variables using their relation to cylindrical coordinates for which an explanation and picture can befound in the book. I highly recommend you take the time to understand this conversion.
 The integrand is defined from Riemann sums over sphereical boxes with dimensions ∆ρ× ρ∆φ× ρ sinφ∆θ,this leads to the Jacobian given by ρ2 sinφ, so every time we put an integral in spherical coordinates, we have towrite it as: ∫ ∫ ∫
 E
 f(x, y, z) dV =
 ∫ ∫ ∫f(ρ sinφ cos θ, ρ sinφ sin θ, ρ cosφ)ρ2 sinφdρ dθ, dφ.
 Example 10. (Problem 15.9.17) Sketch solid whose volume is given by
 V (E) =
 ∫ π6
 0
 ∫ π/2
 0
 ∫ 3
 0
 ρ2 sinφdρ dθ dφ.
 We can writeE = {(ρ, θ, φ) : 0 ≤ ρ ≤ 3, 0 ≤ θ ≤ π
 2, 0 ≤ φ ≤ π
 6}.
 Since 0 ≤ φ ≤ π6 ≤
 π2 and 0 ≤ θ ≤ π
 2 , we are in the first octant. The bounds on φ implies we are bounded by thecone φ = π
 6 , and the bounds on ρ shows we are bounded by the sphere ρ = 3. So we have a quarter of an icecreamcone with a scoop on top:
 Draw Region
 17
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 In Words: The regions is in the first octant bounded above by the sphere ρ = 3, and below by the cone φ = π6 .
 Note: It is good to include words giving a short description along with the drawing both to help peopleunderstand what you drew, as well as give you clarity on the shape drawn.
 Example 11. (Like 15.9.35) Using cylindrical and then spherical coordinates, find the mass of the solid E that lies
 above the cone z =√x2 + y2 and below the sphere x2 + y2 + z2 = 1 with constant density function K.
 Note: A word of caution. Up until now we have been regularly using ρ for the density function. Don’t use ρfor the density function when using spherical coordinates!
 We know that the mass is given by
 m =
 ∫ ∫ ∫E
 K dV.
 The shape is a cone with a portion of the sphere on top, so we have an ice cream cone.In rectangular coordinates: We are already given one equation in terms of z (the cone z =
 √x2 + y2), and
 since we are above the xy-plane, we can solve the sphere equation to find z =√
 1− x2 − y2. So if D is disc given bythe projection of the ice cream cone onto the xy-plane, we can write
 m =
 ∫ ∫D
 ∫ √1−x2−y2
 √x2+y2
 K dz dA.
 Now using polar coordinates x = r cos θ and y = r sin θ, we can write the integral over D easily. To find theradius of the circle, we find the intersection of the cone with the plane:√
 x2 + y2 = z =√
 1− x2 − y2 squaring 2x2 + 2y2 = 1 dividing x2 + y2 =1
 2.
 18
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 so D is a disc of radius 1√2. Thus we can set up our integral
 m =
 ∫ 2π
 0
 ∫ 1√2
 0
 ∫ √1−r2
 r
 Kr dz dr dθ.
 Now to set up the integral in polar coordinates: Cone Equation:
 z =√x2 + y2 ρ cosφ =
 √ρ2 sin2 φ(cos2 θ + sin2 θ) ρ cosφ = ρ sinφ tanφ = 1 φ =
 π
 4.
 Sphere Equation:x2 + y2 + z2 = 1⇒ ρ2 = 1⇒ ρ = 1 since ρ ≥ 0.
 So in spherical coordinates, we have a ice cream cone
 E = {(ρ, θ, φ) : 0 ≤ ρ ≤ 1, 0 ≤ φ ≤ π
 4, 0 ≤ θ ≤ 2π}.
 So
 m =
 ∫ 2π
 0
 ∫ π4
 0
 ∫ 1
 0
 Kρ2 sinφdρ dφ dθ =π
 3(2−
 √2).
 End Lecture 6
 10 15.10: Change of Variables
 Change of Variables in one dimension: We use u-substitution! In other words, if we want to evaluate∫ baf(x) dx,
 we can write x = T (u), so dx = T ′(u) du for some function T : [c, d] → [a, b] with T (c) = a and T (d) = b. Thus wecan rewrite our integral as ∫ b
 a
 f(x) dx =
 ∫ d
 c
 f(T (u))T ′(u) du.
 For example if f(x) = (4x)12 and we want to find the integral over the interval [1, 3] then we can write
 u = 4x, or x = 14u = T (u). Our transformation can then be visualized as
 So u ∈ [4, 12], T (u) = x lives in [1, 3]. So we can change our transformation to be∫ 3
 1
 (4x)12 =
 ∫ 12
 4
 f(T (u))T ′(u) du =
 ∫ 12
 4
 u12 · 1
 4du.
 Since we are finding the area under the curve, we need to multiply by 14 to account for the fact that the analogous
 Riemann sum will have boxes which have the same height, but are 1/4 the width.
 19
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 Change of variables in 2 dimensions In two dimesnaions, we want to do a similar process, but now wewill have a transformation T : R2 → R2 given by
 T (u, v) = (x(u, v), y(u, v)).
 We require that dxdu ,
 dxdv ,
 dydu , and
 dydv are all continuous.
 We have the same situation as in 1 dimension, in which our Riemann sum approximations will have the sameheights, but the area of the approximating rectangles will be different. So we need to compute this change in size ofthe rectangle. In order to compute the change in size, we will start with a rectangle in the uv-plane, and then takevector ~a and ~b in the xy-plane which approximate the new region under the image of R. We can then approximatethe area by finding the area of the parallelogram formed by ~a and ~b which is given by |~a×~b|.
 To make this rigorous, we consider the following transformation:
 Let us use the derivative of T in the direction of u for our approximation of ~a, so Tu = (xu, yu). This givesus the direction, and we have to multiply by ∆u so that the length of ~a is chosen from the length of ∆u. Hence~a = ∆uTu. Similarly ~b = ∆vTv.
 Therefore we can compute the area of the approximating rectangle is given by
 |~a×~b| = |Tu × Tv|∆u∆v
 =
 ∣∣∣∣∣∣det
 ~i ~j ~kxu yu 0xv yv 0
 ∣∣∣∣∣∣∆u∆v
 =
 ∣∣∣∣det
 [xu yuxv yv
 ]∣∣∣∣∆u∆v
 = |xuyv − xvyu|∆u∆v
 Therefore we obtain the change in area is given by the Jacobian∣∣∣∣∂(x, y)
 ∂(u, v)
 ∣∣∣∣ =
 ∣∣∣∣det
 [xu yuxv yv
 ]∣∣∣∣ .This leads to the change of variables formula, if T is a maps from a region S in the uv-plane to R int he xy-plane,then ∫ ∫
 R
 f(x, y) dA =
 ∫ ∫S
 f(x(u, v), y(u, v))
 ∣∣∣∣∂(x, y)
 ∂(u, v)
 ∣∣∣∣ du dv.20
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 Note: In the book they use the notation |·| for both the determinant of a matrix, as well as the absolute value. Sothe book defines the Jacobian as the determinant of the matrix, and in the change of variable formula, you need toalso take the absolute value of that determinant.
 There is also a change of variables in 3 dimensions. In fact, there is a general formula for change of variableson manifolds (things that look flat when you zoom in!). For example the surface of an airplane looks 2-dimensionalup close, but it isn’t flat since an airplane is a 3-dimensional object.
 The formula in 3 dimensions requires taking a determinant of a 3× 3 matrix, so if T : S → R where S andR are regions in R3, then∫ ∫ ∫
 R
 f(x, y, z) dV =
 ∫ ∫ ∫S
 f(x(u, v, w), y(u, v, w), z(u, v, w))
 ∣∣∣∣ ∂(x, y, z)
 ∂(u, v, w)
 ∣∣∣∣ du dv dw.Where
 ∂(x, y, z)
 ∂(u, v, w)= det
 xu xv xwyu yv ywzu zv zw
 .Example 12. Compute the Jacobian for Polar Coordinates.
 Let u = r and v = θ. So now we can define a map
 T (r, θ) = (r cos θ, r sin θ).
 In other words x(r, θ) = r cos θ and y(r, θ) = r sin θ. Computing the Jacobian,∣∣∣∣∂(x, y)
 ∂(u, v)
 ∣∣∣∣ =
 ∣∣∣∣det
 [xr xθyr yθ
 ]∣∣∣∣ =
 ∣∣∣∣det
 [cos θ −r sin θsin θ r cos θ
 ]∣∣∣∣ = r cos2 θ + r sin2 θ = r.
 Hence ∫ ∫R
 f(x, y) dA =
 ∫ ∫S
 f(r cos θ, r sin θ)r dr dθ.
 A similar computation for spherical coordinates can be found in example 4 of the book. Notice: Even thoughwe can use the Jacobian to find the coordinates, you can just use the fact that we have memorized the change ofvariables formula in Polar, Cylindrical, and Spherical coordinates.
 There are two difficult parts of computing a change of variables. First, sometimes it is difficult to comeup with a change of variables. Even after you are given a change of variables, sometimes it is hard to see whatshape the region transforms into under the given change of variables. The following examples I hope will help youin understanding common shapes and transformations that can occur.
 Example 13. (Ellipses to Circles) Whenever you are integrating over an ellipse, it is often easiest to change to acircle and then apply polar coordinates to that circle. For example, set up a change of variables to evaluate theintegral of f(x, y) over the region R bounded by the ellipse 16x2 + 9y2 = 4.
 Since our equation for our ellipse almost looks like a circle equation, we make it look more like a circleequation by bringing the constant coefficients under the square:
 (4x)2 + (3y)2 = 22.
 21
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 Now this looks a lot like a circle equation, so to make it a circle, we can set u = 4x and v = 3y. Notice this definesthe inverse transformation, so to define the transformation T from the uv-plane to the xy-plane, we solve for x andy. So our transformation is given by
 T (u, v) = (u
 4,v
 3)
 From this we can draw the transformation:
 To compute the Jacobian, we have∂(x, y)
 ∂(u, v)= det
 [14 00 1
 3
 ]=
 1
 12.
 Setting up our change of coordinates, we obtain∫ ∫R
 f(x, y) dA =
 ∫ ∫{u2+v2≤4}
 f(u
 4,v
 3)
 1
 12du dv (Now using Polar Coordinates)
 =
 ∫ 2π
 0
 ∫ 2
 0
 f
 (1
 4r cos θ,
 1
 3r sin θ
 )r
 12dr dθ.
 Example 14. Sometimes a change of variables is easily found in the integral. (This is example 3 of the book)Find ∫ ∫
 R
 e(x+y)(x−y)
 where R is the trapezoidal region with vertices (1, 0), (2, 0), (0,−2), (0,−1).
 Idea: It is hard to evaluate the integral of ex+yx−y , so to find a change of coordinates it is easier to work
 backwards like we did in the ellipse case:
 1. Write u and v in terms of x and y. Let’s choose u = x+ y and v = x− y. Our integrand is then euv which we
 might be able to integrate.
 2. Solve for x and y in terms of u and v:
 u = x+ y
 +v = x− yu+ v = 2x.
 Similarly subtracting the two equations we obtain u− v = 2y. hence
 x =1
 2(u+ v) y =
 1
 2(u− v).
 3. Find the new region. Use T−1 decided in the first step to map each bounding component to a line in theuv-plane.
 22
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 4. Find the Jacobian:∂(x, y)
 ∂(u, v)= det
 [xu xvyu yv
 ]= det
 [12
 12
 12
 −12
 ]= −1
 2.
 5. Change of Variables formula: ∫ ∫R
 ex+yx−y dA =
 ∫ ∫S
 euv
 1
 2du dv
 =1
 2
 ∫ 2
 1
 ∫ v
 −veuv du dv
 =1
 2
 ∫ 2
 1
 [ve
 uv
 ]v−v dv
 =1
 2
 ∫ 2
 1
 v(e− e−1) dv
 =3
 4(e− e−1).
 Example 15. We can even integrate over unbounded regions. Compute∫ ∫
 1
 (x2+y2)32dA over the region
 {(x, y) : x2 + y2 ≥ 1, x ≥ 0, y ≥ 0}.
 Here our limits for r are from 0 to ∞, so we can write∫ ∫1
 (x2 + y2)32
 dA =
 ∫ π/2
 0
 ∫ ∞1
 1
 r3r dr dθ =
 π
 2
 End Lecture 7
 11 14.5: The chain rule
 A guiding principle of mathematics is that curves are hard to understand, but lines are less hard. To see this, whenwe defined the derivative, we took the slop of secant lines approximating tangent lines.
 That is if y = f(x) and y0 = f(x0), we wrote
 df
 dx=dy
 dx= limx→x0
 f(x)− f(x0)
 x− x0.
 The tangent line whose slope is given by the derivative is our best linear approximation to our curve. Usingpoint-slope form, we have the equation is given by
 y − f(x0) = f ′(x0)(x− x0)
 23
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 Now suppose z = f(x, y), x = g(t) and y = f(t). Our goal is to find dzdt .
 Using the one dimensional linearization, we can first find how y and x change in terms of t. In particular,we have
 ∆x ≈ dx
 dt∆t ∆y ≈ dy
 dt∆t.
 Similarly, for the linearization for z, we can write
 ∆z ≈ ∂z
 ∂x(x− x0) +
 ∂z
 ∂y(y − y0)
 Substituting in, we find
 ∆z ≈ ∂z
 ∂x
 dx
 dt∆t+
 ∂z
 ∂y
 dy
 dt∆t.
 So now to find the derivative of z with respect to t, we use the formula
 dz
 dt= lim
 ∆t→0
 ∆z
 ∆t= lim
 ∆t→0
 ∂z∂x
 dxdt∆t+ ∂z
 ∂ydydt∆t
 ∆t=∂z
 ∂x
 dx
 dt+∂z
 ∂y
 dy
 dt.
 This formula we just derived is the multivariable chain rule.In general, since with more and more dependencies, the process of linearization would be really hard to do,
 we can draw diagrams to represent the general chain rule. In what you just derived above, we can draw a diagram
 24
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 as follows: We have z depends on both x and y, and x and y in turn depend on t, giving a dependency diagram
 z
 x y
 t
 ∂z∂x
 ∂z∂y
 dxdt
 dydt
 There are two paths from z to t. Multiplying along those paths and adding, we obtain the chain rule. In generalfollow the following algorithm:
 1. Draw a diagram expressing the relationship between the variables and label each link in the diagram withderivative relating the variables at each end.
 2. For each path between two variables, multiply together the derivatives for each step along the path.
 3. Add the contributions from each path.
 Example 16. Suppose that z = f(x, y), x = g(u, v) and y = h(u, v).
 1. Give expression for ∂z∂u and ∂z
 ∂v .
 2. Suppose as well that u = φ(t) and v = ψ(t). Give expressions for dxdt and dy
 dt .
 3. Now give an expression for dzdt draw the appropriate dependency diagram.
 We first draw the dependency diagram.
 z
 x y
 u v
 t
 So we can now write∂z
 ∂u=∂z
 ∂x
 ∂x
 ∂u+∂z
 ∂y
 ∂y
 ∂u
 We will leave the second part of each question as an exercise for the reader.Now consider the derivative of x with respect to t:
 dx
 dt=∂x
 ∂u
 du
 dt+∂x
 ∂v
 dv
 dt.
 Finally for dzdt , there should be 4 terms in the chain rule. Go ahead and try to work out all 4.
 Challenge problem: We can write the surface area formula for a function z = f(x, y) as
 SA =
 ∫ ∫D
 √(fx)2 + (fy)2 + 1 dA.
 Now viewing z = f(r, θ) where r =√x2 + y2 and θ = arctan( yx ), compute the Surface area formula in terms of r
 and θ.The chain rule also gives us a formula for implicit differentiation. If F (x, y, z) = 0 and z = f(x, y), find ∂z
 ∂x .To do this we apply the chain rule to find
 0 =∂F
 ∂x
 ∂x
 ∂x+∂F
 ∂y
 ∂y
 ∂x+∂F
 ∂z
 dz
 dx.
 Since dxdx = 1 and dy
 dx = 0, we obtain
 dz
 dx=−∂F∂xbdF∂z
 .
 End Lecture 8
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 12 14.6: The Gradient
 Recall from last time for the chain rule, if z = f(x, y), and x, y are function of t, then we can write
 ∂z
 ∂t=∂z
 ∂x
 dx
 dt+∂z
 ∂y
 dy
 dt.
 In other words, we can approximate the change in z with respect to time by taking the change in z in thex-direction, and then adding to that the change of z in the y-direction.
 So suppose we are travelling along a curve given by the parametrization x(t), y(t) at unit speed. That is atany time x′(t)2 + y′(t)2 = 1. We can find the derivative vector at time t0 point is given by ~u = (x′(t0), y′(t0)). So weknow at time t0, we can approximate our path by the straight line which starts at (x(t0), y(t0)) and travels in thedirection (x′(t0), y′(t0)). In other words our tangent line is given by
 (x(t), y(t)) ≈ (x(t0), y(t0)) + t(x′(t0), y′(t0)).
 By the chain rule, we can now approximate our change in z at (x(t0), y(t0)) as we travel in the direction(x′(t0), y′(t0)) by
 dz
 dt=∂z
 ∂x
 ∣∣∣∣x(t0)
 x′(t0) +∂z
 ∂y
 ∣∣∣∣y(t0)
 y′(t0).
 This is called a directional derivative in the direction of (x′(t0), y′(t0)). We don’t actually need a parametriza-tion of x and y in terms of t in order to find the change of z in a certain direction. Formally, we can define
 Definition 1. If ~u = 〈a, b〉 is a unit vector and f(x, y) is differentiable, then the directional derivative in thedirection of ~u is defined by
 D~uf(x0, y0) = limt→0
 f(x0 + at, y0 + bt)− f(x0, y0)
 t.
 It is important to know this is the definition, but just like in our first Calculus courses, we rarely ever usedthe definition to compute the derivative. Instead, we use the formula derived above from the Chain rule that ifx′(t0) = a and y′(t0) = b,
 D~uf(x0, y0) = fx(x0, y0)a+ fy(x0, y0)b = 〈fx, fy〉 (x0, y0) · 〈a, b〉 .
 Since this formula to find the directional derivative in any direction can always be written in terms of thepartial derivatives in the x and y directions, we use this to define the gradient vector:
 Definition 2. If f(x, y) is a differentiable function, its gradient at (x0, y0) is defined to be the vector
 ∇f(x0, y0) = 〈fx(x0, y0), fy(x0, y0)〉 .
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 Note that if f(x, y, z) is a function of three variables, then we define the gradient analogously, except thereare three components in the gradient vector instead of two.
 We have two main uses of the gradient vector: First it tells us the direction of most increase/most decreaseof our function. Second, the gradient vector is orthogonal to level sets, allowing us to find tangent planes when a3-dimensional object is a level set of some function.
 Example 17. Suppose we want to climb up a mountain with the shape given by the parabolid
 f(x, y) = z = 5− (x2 + y2)
 Here is a visualization of the graph of the mountain, along with the level sets on the right.
 Find the following:
 1. Find the gradient.
 The gradient is given by∇f(x, y) = 〈−2x,−2y〉 .
 2. A path for which your directional derivative is always zero.
 The level sets of z are given by circles centered at the origin. Since level sets indicate the paths along which zdoes not change value, we can choose any circle
 x2 + y2 = r2.
 Along the circle, our path we travel is given by x(t) = r cos(t) and y(t) = r sin(t). The tangent curves at anypoint are thus
 x′(t) = −r sin(t) y′(t) = r cos(t) |(x′(t), y′(t))| = r.
 So to make our direction vectors unit vectors, we consider the unit vectors ~u = (− sin(t), cos(t)). Since we nowknow our direction vectors as we travel along this curve, we can compute
 D~uf(x(t), y(t)) = 〈−2r cos(t),−2r sin(t)〉 · 〈− sin(t), cos(t)〉 = 2r cos(t) sin(t)− 2r sin(t) cos(t) = 0.
 3. The rate of ascent if you travel in the direction (−1,− 12 ) from the point (1, 1).
 The direction vector is (−1,− 12 ) which has size
 √1 + 1
 4 =√
 52 . So dividing by that size, our unit directional
 vector is
 ~u =
 ⟨−2√
 5,−1√
 5
 ⟩.
 The directional derivative, or rate of ascent is given by
 D~uf(1, 1) = 〈−2,−2〉 ·⟨−2√
 5,−1√
 5
 ⟩=
 4√5
 +2√5
 =6√5.
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 4. Find the direction of steepest ascent, and steepest descent.
 Intuitively, we know that the fastest way to get up from a point x, y is to travel directly to the center. So weshould travel in the direction 〈−x,−y〉. In particular, notice this is a constant multiple of ∇f . So we say thatthe unit direction of steepest ascent is
 ∇f|∇f |
 We want to travel in the opposite direction for steepest descent, so the direction would be
 −∇f|∇f |
 In the above example, we noticed that by traveling along level curves, we have no change in our derivative,and traveling orthogonally to level curves, we have either the maximum or minimum change in ascent.
 This leads us to the following Theorem:
 Theorem 3. Given a unit vector ~u, we can maximize the derivative in the ~u-direction by taking ~u = ∇f|∇f | . In
 particular, we have the maximum value of the derivative is
 D ∇f|∇f|
 (f(x0, y0, z0)) = ∇f · ∇f|∇f |
 = |∇f |
 Similarly, we can minimize the derivative in the opposite direction giving the minimum value as
 D−∇f|∇f|
 (f(x0, y0, z0)) = ∇f · −∇f|∇f |
 = −|∇f |
 Proof. Recall that if θ is the angle between ∇f and ~u, we can write
 D~uf = ∇f · ~u = |∇f | · |~u| · cos θ = |∇f | cos θ.
 Since −1 ≤ cos θ ≤ 1, we have−|∇f | ≤ D~uf ≤ |∇f |.
 Moreover the minimum value happens when cos θ = −1, or ~u points in the direction of −∇f , the maximum happenswhen cos θ = 1, so θ = 0 which implies ~u points in the direction of ∇f.
 A Note on real-world applications let’s say we have a mountain we are going to (sustainably!) do loggingon. We take a topological map, and we want to map out the path of the logging roads. In order to minimize the gasconsumption, we want the roads to be as short as possible. However a vehicle with logs cannot travel up very steepparts. This leads to an optimization problem where we want to minimize (or maximize) a variable, subject to somereal-world constraint (like the rate of ascent must be no more than a). Section 14.8 talks about Lagrange multiplierswhich gives a way of optimizing solutions. In general there is a whole mathematics field called optimization wherethey work to optimize subject to real world constraints.
 Using the fact that we now know the Gradient is orthogonal to level planes, if
 F (x, y, z) = k
 is a level surface, then we know ∇F is orthogonal to the surface. In particular, it forms the normal vector to thetangent plane. Hence we can find the equation of a tangent plane by taking the equation
 Fx(x0, y0, z0)(x− x0) + Fy(x0, y0, z0)(y − y0) + Fz(x0, y0, z0)(z − z0) = 0.
 Example 18. consider the ellipsoidx2
 4+ y2 +
 z2
 9= 3.
 Find the equation of the tangent plane at the point (−2, 1,−3).
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 We can compute the gradient is given by
 ∇F (x, y, z) =
 ⟨x
 2, 2y,
 2z
 9
 ⟩.
 Inputting the point
 ∇F (−1, 2, 3) =
 ⟨−1, 2,−2
 3
 ⟩.
 So the tangent plane is given by
 −1(x+ 1) + 2(y − 1)− 2
 3(z + 3) = 0.
 End Lecture 9
 13 16.1: Vector Fields
 In the previous lecture, we took a map f : R2 → R and computed the corresponding gradient vector ∇f = 〈fx, fy〉.We always think of functions in terms of their input and output. We have the following information:
 Type of function Input OutputScalar (Calc 1) real number real number
 Scalar field real numbers (x, y) or (x, y, z) real number f(x, y) or f(x, y, z).Gradient real numbers (x, y) or (x, y, z) vectors 〈fx, fy〉 or 〈fx, fy, fz〉.
 In order to visualize the Gradient function, we can’t graph it directly because we would need 4 dimensions.Instead, we select sample points in the domain, and attach the corresponding vector.
 Example 19. Plot the gradient vector field of f(x, y) = x2 + y2.
 We first compute the gradient vector field is given by ∇f(x, y) = 〈2x, 2y〉. So each vector has the samedirection and twice the length of the position vector of the point (x, y), so the vectors all point directly away fromthe origin and their lengths increase as we move away from the origin. Sketching this, we find the gradient field canbe visualized by:
 Notice this is not an exact drawing of each vector. If we attached the vector 〈1, 1〉 at the point (1, 1), thevector 〈4, 4〉 at the point (2, 2), and the vector 〈6, 6〉 at the point (3, 3), we would have a lot of overlap of our vectorsand it would be difficult to decipher the shape of the vector field. Instead we simply plot the direction accurately,and plot the size of the vectors relative to each other.
 In general, we don’t have to reduce our study of vector valued functions to Gradients. This leads us to thefollowing definition:
 Definition 3. If D is a region in R2, a vector field is defined to be a map ~F which assigns a 2-dimensional vectorto each point in D. We usually write
 ~F (x, y) = 〈P (x, y), Q(x, y)〉 .
 where P and Q are scalar fields (i.e. they take values in R.
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 Similarly if E is a subset of R3, then a vector field is written as
 ~F (x, y, z) = 〈P (x, y, z), Q(x, y, z), R(x, y, z)〉 .
 The components P,Q,R are called component functions.
 Quick Definition Understanding Check: What are the component functions of ∇f(x, y, z)?The components are just the partial derivatives, so
 P (x, y, z) = fx(x, y, z) Q(x, y, z) = fy(x, y, z) R(x, y, z) = fz(x, y, z).
 Vector fields are important in many applications such as Gravitational fields, electric fields, magnetic fields,velocity fields.
 Given an arbitrary vector field say it is a water current velocity field. Then if we put an object in the water,can we predict the path a particle would follow knowing its initial position (x0, y0, z0)?
 If the particle travels along the path (x(t), y(t), z(t)), then we obtain the following system:
 〈x′(t), y′(t), z′(t)〉 = ~F (x(t), y(t), z(t)) with initial condition (x(0), y(0), z(0)) = (x0, y0, z0).
 This path is called an integral curve for ~F , and techniques to come up with a solution to this first order OrdinaryDifferential Equation is covered in math 307.
 Definition 4. We say a vector field ~F is conservative if there exists some scalar field f so that ~F = ∇f . If ~F = ∇f ,we say f is a potential function for ~F .
 As we saw in the last lecture, gradient vector fields can tell us which direction to travel in order to find thegreatest change in f , but if a vector field ~F is not conservative, we can no longer make those sort of conclusions.Conservative vector fields are really important (for example gravitational fields are conservative). In the upcomingsections we will build a set of tools which allow us to determine if a vector field is conservative.End Lecture 10
 14 16.2: Line Integrals
 Parametrization reviewFirst since we need to be comfortable parametrizing curves, let’s start with a quick review of line integrals.If we want to parametrize a line from ~r0 to ~r1, for t ∈ [0, 1] we use the convex combination to parametrize
 the line by~r(t) = t~r0 + (1− t)~r1.
 If we want to parametrize a curve give by y = f(x), then simply set x = t, and y(t) = f(t). Giving theparametrization
 ~r(t) = 〈t, f(t)〉 .
 If we want to parametrize a circle with center (x0, y0), speed ω radtime , radius r, and displacement Q from the
 positive x-axis, then the equation is given by
 ~r(t) = 〈x0 + r cos(ωt+Q), y0 + r sin(ωt+Q)〉 .
 If we want to move in a circle over the xy-axis, but also move vertically in the z direction, starting at heightz0 and ending at height z1, this makes a helix. We make the z increase linearly in t, so the z-component will bez(t) = (1− t)z0 + tz1. This gives the parametrization for a helix increasing in the z-direction by
 ~r(t) = 〈x0 + r cos(ωt+Q), y0 + r sin(ωt+Q), (1− t)z0 + tz1〉 .
 Line integrals of scalar functionsLet C be a curve parametrized by
 ~r(t) = 〈x(t), y(t), z(t)〉 where a ≤ t ≤ b.
 Then we define the integral with respect to arc length by∫C
 f(x, y, z) ds =
 ∫ b
 a
 f(~r(t))|~r′(t)| dt.
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 Recall ~r′(t) = 〈x′(t), y′(t), z′(t)〉, so
 |~r′(t)| =
 √(dx
 dt
 )2
 +
 (dy
 dt
 )2
 +
 (dz
 dt
 )2
 .
 The integral with respect to arc length gives the area under the graph of f and above the curve C, and iff = 1, then it gives the length of the curve. Another application is that if ρ(x, y) is a density of say a thin wire, wecan write the mass as
 m =
 ∫C
 ρ(x, y) ds.
 Line integrals are always independent of your choice of parametrization, that is you can change t ∈ [0, 1] tot ∈ [0, 2π] which gives a different parametrization, but the same answer when you integrate.
 However line integrals do sometimes depend on your choice of path. More will come in the next section onthis interesting fact.
 Line integrals of vector fields Recall in physics if ~F is a constant force field, then you can compute thework done against that force field when an object is displaced by ~x by
 W = ~F · ~x.
 However if we have a variable force field ~F and a variable direction of movement, we need to break our pathinto very small components where the curve is almost a line (that is use the derivative ~r′(t)!) Then in a very small
 neighborhood, ~F is almost constant, so we can compute the work done in this really small change in t is given by
 W = ~F (~r(t)) · ~r′(t)
 Now adding up all of these really small components (a.k.a integrating) we find we compute work by taking thefollowing integral.
 Definition 5. If ~F (x, y) is a continuous vector field and ~r(t) is a parametrization of a curve C for a ≤ t ≤ b, then
 the line integral of ~F along C is ∫C
 ~F · d~r =
 ∫ b
 a
 ~F (~r(t)) · ~r′(t) dt.
 A note on notationThe integral
 ∫ ba~F (~r(t)) ·~r′(t) dt is something we know how to compute using standard integration techniques.∫
 C~F · d~r is a concise way of writing this integral.
 Moreover, if the components of ~F = 〈P,Q〉, then we can write out∫ b
 a
 ~F (~r(t)) · ~r′(t) dt =
 ∫ b
 a
 P ( ~r(t))x′(t) dt+
 ∫ b
 a
 Q(~r(t))y′(t) dt.
 So another abreviated way of writing out this integral is sometimes written as∫C
 P dx+Qdy.
 Where∫Cf dx =
 ∫ baf(~r(t))x′(t) dt.
 Properties Integrating over curves have a lot of nice properties. Just like in regular integration, if we splitup our curve as the union of two curves C = C1 ∪ C2, then∫
 C
 f ds =
 ∫C1
 f ds+
 ∫C2
 f ds.
 If −C is the curve C with reverse orientation. That is we can parametrize −C(t) = 〈x(b− t), y(b− t)〉 where
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 C(t) = 〈x(t), y(t)〉 for 0 ≤ t ≤ b then∫−C
 f(x, y) dx =
 ∫ b
 0
 f(x, y)− x′(b− t) dt
 = −∫ b
 0
 f(x, y)x′(b− t) dt (Setting u = b− t, du = −dt)
 =
 ∫ b
 0
 f(x, y)x′(u) du
 = −∫C
 f dx.
 In particular, doing this for y and z as well, we have∫−C
 ~F · d~r = −∫C
 ~F · d~r.
 Trying this same method for arc length, we will square the derivatives each time, so in fact for arc length∫−C
 f ds =
 ∫C
 f ds.
 End Lecture 11
 15 16.3: Fundamental Theorem for Line Integrals
 For the remainder of the class, the theme of the results we will use will all be of the form “The Fundamental Theoremof Calculus...but fancier.” For class, you all read the first instance of a fancy FTC result:
 Theorem 4 (Fundamental Theorem for Line Integrals (FTLI)). Let
 � C be a smooth curve with parametrization ~r(t) for a ≤ t ≤ b.
 � Let f be a differentiable function of 2 or 3 variables so that ∇f is continuous on C.
 Then ∫C
 ∇f d~r = f(~r(b))− f(~r(a)).
 We recall the following definitions which will be important to keep straight in the upcoming problems:
 Definition 6. Recall a curve C with parametrization is
 � Continuous if the parametrization is continuous in t. (i.e. contains ln(t), |t|, sin(t), cos(t), et)
 � Smooth if you can take the derivative of the parametrization as many times as you want. (i.e. |t| is not smoothat t = 0 since we can’t take one derivative, but et, sin(t) ,cos(t), and polynomials we can take the derivative asmany times as we like. Note if ~r(t) = 2t, then the second derivative is zero, thus all other derivatives are zero.You can take the derivative of the function zero, so the polynomials are smooth!)
 � Closed if the beginning and end points of C are the same. That is ~r(a) = ~r(b).
 � Simple if the curve C does not intersect itself.
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 Proof of FTLI. To prove the Fundamental Theorem of line integrals, we compute∫C
 ∇f · d~r =
 ∫ b
 a
 ∇f(~r(t)) · ~r′(t) dt
 =
 ∫ b
 a
 fxdx
 dt+ fy
 dy
 dtdt
 =
 ∫ b
 a
 d
 dtf(~r(t)) (by the Chain Rule)
 = f(~r(b))− f(~r(a)) (By the Fundamental Theorem of Calculus)
 Recall a vector field ~F is conservative if there exists a potential function f so that ~F = ∇f .So by the Fundamental Theorem of Line integrals, we have
 Corollary 1. Let ~F be a vector field with continuous components and C a smooth curve with parametrization ~r(t)
 for a ≤ t ≤ b. If ~F is conservative with potential function f , then∫C
 ~F d~r = f(~r(b))− f(~r(a)).
 Our goal for the reminder of this lecture and this worksheet is to help us understand how to determine if avector field is conservative, and once we determine it is conservative, how to find the potential function for ~F .
 Definition 7. We say the line integral∫C~F · d~r is independent of path in a domain D if for any curves C1 and C2
 in D with the same initial and terminal points as C,∫C1
 ~F · d~r =
 ∫C2
 ~F · d~r.
 Equivalently,∫C~F · d~r is independent of path in D if for any closed curve C (i.e. same initial and terminal
 point) we have ∫C
 ~F · d~r = 0.
 Now we will state some theorems which require us to be familiar with some assumptions on our domain Dover which are are considering:
 Definition 8. A Region D in R2 is
 � Open if for every point x in D, there exists a disk with center x so that the disk lies inside D.
 � Connected if for any two points x and y in D, we can draw curve C with start point x, end point y, and sothat C stays inside of D at all times.
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 � Simply Connected if D is connected, and for any closed curve C, the region enclosed by C is contained inthe region D.
 Theorem 5 (Path Independent Implies Conservative). Suppose ~F is a vector field that is continuous on an open
 connected region D. If∫C~F · d~r is independent of path in D, then ~F is a conservative vector field on D.
 The proof of this theorem is contained in the book and is really fun and exciting. For those of you interestedin proofs, or wanting to pursue a math major, it is great to work through the concepts. Feel free to come talk to meabout it!
 The goal as you may recall is to determine when we can show a vector field is conservative. This theoremgives a criterion, but is not exactly helpful since it’s also difficult to show that a vector field is independent of path.
 If ~F = 〈P,Q〉 is conservative with potential function f , then fx = P and fy = Q.Taking partial derivatives, we find
 fxx = Px fxy = Py fyy = Qy fyx = Qx.
 But by Clairut’s Theorem, we know fxy = fyx, so
 ∂P
 ∂y=∂Q
 ∂x.
 This is now the type of criterion that is easy to check. We know if ~F is conservative, then Py = Qx.
 Conversely, if Py = Qx, we can determine ~F is conservative if we add a few assumptions.This leads to the following Theorem:
 Theorem 6 (Conservative Vector Field Criterion). Let ~F = 〈P,Q〉 be a vector field.
 � If ~F is conservative on a region D, then
 ∂P
 ∂y=∂Q
 ∂xthroughout the region D
 � If ~F is defined on an open, simply connected region D, and P and Q have continuous first-order derivatives,and
 ∂P
 ∂y=∂Q
 ∂xthroughout the region D
 then ~F is conservative.
 End Lecture 12
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 16 16.4: Green’s Theorem
 Before Worksheet: Extended Green’s theorem Let
 D = {(x, y) : 1 ≤ x2 + y2 ≤ 4}.
 Let’s first consider what it means to have a positive orientation of a boundary. By positive orientation wemean that we can walk along the boundary, and D will always be on our left. This means we need to traverse aroundthe outside counter-clockwise, and the inside clockwise.
 In order to apply Green’s theorem to calculate this integral, we first have to split up the region D into simplyconnected regions.
 In particular, we will add two curves b and b′ where b′ is traversed toward C ′ from C, and b = −b′. Now ournew region D′ is the region D with the line cut out by the path b and b′. Now D′ is a simply connected region, andthe curve C ∪ b ∪ C ′ ∪ b′ satisfies the assumptions of Green’s Theorem. So now if P and Q have continuous partialderivatives on D, then by Green’s Theorem∫
 C∪b∪C′∪b′~F · d~r =
 ∫ ∫D′Qx − Py dA =
 ∫ ∫D
 Qx − Py dA.
 where the second equality follows form the fact that the Area integral does not “see” a line. That is the area removedfrom D to make D′ is zero.
 Now using the fact that b′ = −b, the integrals along b and b′ are negatives of each other, so the left handside simplifies to ∫
 ∂D
 ~F · d~r =
 ∫C∪C′
 ~F · d~r =
 ∫ ∫D
 Qx − Py dA.
 This is the Extended Green’s Theorem. In particular, we’ve now show the following
 Theorem 7 (Extended Green’s Theorem). Let D be a region in R2 where ~F is defined on all of D with continuousfirst derivatives of the components. Suppose ∂D, the boundary of D, is a union of piecewise smooth, simple, closedcurves. If D can be decomposed by adding smooth curves and their negatives into simply connected regions, thenGreen’s theorem holds for D. That is ∫
 ∂D
 ~F · d~r =
 ∫ ∫D
 Qx − Py dA.
 After Worksheet: Notice in the worksheet, ~F is not a conservative vector field, since any conservativevector field is path independent, but we showed that for a closed curve enclosing the origin
 ∫C~F · d~r = 2π 6= 0.
 However, if we let D be any simply connected subset of R2 \{(0, 0)}, and use the method of exact differentialequations to find the potential function, you would find a potential function is
 f(x, y) = arctan(yx
 ).
 In polar coordinates, this is the function f(r, θ) = θ.Here is a graph of f(r, θ) for 0 ≤ θ ≤ 2π
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 This is a continuous and differentiable function on D, but not on all of R2 \ {(0, 0)} since the angle jumps by 2π.This discrepancy on what multiple of 2π we consider given an angle θ is exactly the reason we can’t define a potentialfunction on all of R2 \ {(0, 0)}. In fact, if we want θ ∈ [0,∞), then f wouldn’t technically be a function, but wewould have a picture that looks like an infinite parking garage:
 This is connected with defining a logarithm over complex numbers instead of over real numbers.End Lecture 13
 17 16.5: Differentiating Vector Fields
 In 14.6, we defined the gradient operator
 ∇ : {scalar fields} → {vector fields}
 In particular the gradient ∇ eats a scalar field, and spits out a vector field.A way we could think about this is if we define a “vector-like object” called the Dell operator
 ∇ =
 ⟨∂
 ∂x,∂
 ∂y,∂
 ∂z
 ⟩The reason this is not a vector is because ∂
 ∂x is not a number, rather is is an operation which says “take the derivativewith respect to x of ....”
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 So we can think of the gradient as taking the scalar product of the “vector” ∇ and the scalar function f :
 ∇ · f =
 ⟨∂f
 ∂x,∂f
 ∂y,∂f
 ∂z
 ⟩.
 So the gradient is taking scalar multiples of the Dell operator. There are two other vector operations weknow: Cross product and dot product. Since Cross product and dot product both require two vectors, we can usevector rields, and use these two operations to make sense of the derivative of a vector field.
 For f a scalar field and ~F a vector field, we can define the following operations:
 gradient ∇f = grad(f)
 curl ∇× ~F = curl(~F ) = rot(~F )
 divergence ∇ · ~F = div(~F )
 So the gradient operator eats a scalar field, and spits out a vector field. The divergence operator does theopposite: eating a vector field and spitting out a scalar field. The curl operator eats a vector field and spits out avector field.
 Physical InterpretationThe names of these functions were chosen due to their physical interpretations. For curl, the vector measures
 the amount of rotation around a point.
 In the above picture, the first vector field is given by 〈1, 1, 0〉, so we can compute
 curl~F = ∇× ~F = det
 ~i ~j ~k∂∂x
 ∂∂y
 ∂∂z
 −y x 0
 = 〈0, 0, 1 + 1〉 = 〈0, 0, 2〉 .
 So the curl vector is 〈0, 0, 2〉, which fits with our intuition that this vector field is curling around the z-axis. Thedirection of this vector follows the right hand rule: your right hand thumb points in the direction of the curl vector,and your fingers wrap in the same direction as the vectors.
 On the other hand, the second vector field is given by 〈1, 1, 0〉, which we can compute
 curl(〈1, 1, 0〉) = 〈0, 0, 0〉 .
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 This fits with the idea that this vector field does not appear to be curling.The physical intuition of divergence, is it tells the tendency of a particle to move away or towards a point.
 A good think to think of is putting a drop of food dye into water. The sinks are where the dye would go to, and thesources are where the dye would originate from.
 The image above gives an example of a vector field with positive, zero, and negative divergence, repspectively.Fun Properties:First we have a 3-dimensional analog of the conservative vector field criterion:
 Theorem 8 (Conservative vector field Criterion on R3). Let ~F be a vector field whose component functions havecontinuous partial derivatives.
 � If ~F is conservative, then curl ~F = ~0.
 � If curl ~F = ~0 and ~F is defined on all of R3, then ~F is conservative.
 Note: This theorem could be stated on simply connected subsets of R3, but in 3 dimensions the notionof simply connected versus not simply connected gets a bit more complicated, and you can learn all about it in aTopology course!
 We also have a convenient relationship between curl and divergence which comes from the fact that a dotproduct of a cross product is always zero:
 Theorem 9 (Divergence of Curl is Zero). If ~F is a vector field on R3 whose components have continuous second-orderpartial derivatives, then
 div curl ~F = 0.
 This theorem is most often used in determining if a vector field ~G can be written curl ~F . This is an analogof saying “is there an anti-derivative of ~G?” In particular, if div (~G) 6= 0, then ~G cannot be the curl of some vector
 field ~F , otherwise it would contradict the Divergence of Curl is Zero theorem.Lastly, given a scalar field f , we can make it into a vector field by taking ∇f , which in turn we can take the
 divergence of this. This leads to the Laplace operator
 ∇2f =∂2f
 ∂x2+∂2f
 ∂y2+∂2f
 ∂z2
 A branch of mathematics called “harmonic analysis” is the study of harmonic functions, which are functions satisfyingLaplace’s equation: ∇2f = 0. These functions are nicely behaved, and used in robotics, fluid flow modeling,electrostatics, and many other applications.End Lecture 14
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 18 16.6: Parametric surfaces and their area
 ParameterizingParametrizing gives the benefit of embedding a 1 dimensional curve into 2 or 3 dimensions. For example,
 with curves which are one-dimensional, instead of neededing multiple variables to represent the curve, we can simplyrepresent our curve in terms of t
 ~r(t) = 〈x(t), y(t), z(t)〉 .
 Similarly, we can parametrize the surface which allows us to embed a 2 dimensional surface into 3 dimensions.So now our parametrization has two variables since there are two dimensions. We usually write
 ~r(u, v) = 〈x(u, v), y(u, v), z(u, v)〉 .
 We’ve secretly been parametrizing surfaces since chapter 15. In particular, with spherical coordinates, saywe wanted to write the equation for the sphere ρ = 2 in terms of rectangular coordinates. Then we simply wrote
 ~r(θ, φ) = 〈2 cos θ sinφ, 2 sin θ sinφ, 2 cosφ〉 where 0 ≤ θ ≤ 2π 0 ≤ φ ≤ π.
 So the variables θ and φ form a parametrization for the sphere. Just like in line integrals, every time youwrite a parametrization, you must write the formula for ~r as well as the bounds for your two parameters.
 Tangent PlanesIf we have a surface given by ~r(u, v), then at a given point (u0, v0), we can compute the tangent vectors in
 the u and v direction.
 That is two tangent vectors are
 ~rv(u0, v0) = 〈xv(u0, v0), yv(u0, v0), zv(u0, v0)〉 ~ru(u0, v0) = 〈xu(u0, v0), yu(u0, v0), zu(u0, v0)〉 .
 So the normal vector to the tangent plane is given by ~ru × ~rv, which allows us to compute the equation ofthe tangent plane.
 Example 20. Find the tangent plane to the surface at (1, 1, 3) given by
 ~r(u, v) =⟨u2, v2, u+ 2v
 ⟩To find the tangent plane, we compute
 ~ru = 〈2u, 0, 1〉 ~rv = 〈0, 2v, 2〉
 So evaluating at the point (1, 1, 3) which implies u = v = 1 we have
 ~ru(1, 1, 3) = 〈2, 0, 1〉 ~rv(1, 1, 3) = 〈0, 2, 2〉
 Thus computing the cross product our normal vector is given by
 ~ru × ~rv = 〈−2,−4, 4〉 .
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 Hence the equation of the tangent line is
 −2(x− 1)− 4(y − 1) + 4(z − 3) = 0.
 Surface AreaTo compute the surface are of a parametrized surface, we split our surface into small rectangles, and approx-
 imate the area of the rectangles by taking the area of the cross product of vectors:
 So we can write using a Reimann Sum, the surface area over the region D in the uv-plane is
 SA = lim∑|∆u~ru ×∆v~rv| = lim
 ∑|~ru × ~rv|∆u∆v =
 ∫ ∫D
 |~ru × ~rv| dA.
 Notice the analog of this equation with the one-dimensional version of finding arc length: When ~r(t) parametrizesthe line, we have
 S =
 ∫D
 |~r′(t)| dt.
 In section 16.7, we will also construct a formula similar to the line integral formula of a vector field.
 Example 21. Find the surface area of the part of the paraboloid z = x2 + y2 where x2 + y2 ≤ 1.
 We first parametrize the surface by
 ~r(x, y) =⟨x, y, x2 + y2
 ⟩.
 Then when I show my work I write the following down vectically stacked so I can take the cross product easier:
 ~rx = 〈1, 0, 2x〉~ry = 〈0, 1, 2y〉
 ~rx × ~ry = 〈−2x,−2y, 1〉
 |~rx × ~ry| =√
 4(x2 + y2) + 1
 So we can now write
 SA =
 ∫ ∫x2+y2≤1
 √4(x2 + y2) + 1 dA
 Switching to Polar coordinates
 SA =
 ∫ 2π
 0
 ∫ 1
 0
 √4r2 + 1r dr dθ.
 Note: We could also have started by parametrizing ~r in terms of polar coordinates r and θ. This wouldchange our parametrization to
 ~r(r, θ) =⟨r cos θ, r sin θ, r2
 ⟩Now when you set up the integral for surface area, you do not need to do r dr dθ. You will instead just write
 SA =
 ∫ ∫r≤1
 |~rr × ~rθ| dr dθ.
 The |vecrr × ~rθ| serves as your Jacobian so you do not need to add it yourself. Go ahead and compute ~rr × ~rθ toconvince yourself that the r term in the integrand comes out from this computation.
 This section is is important as all the remaining sections depend on you being able to comfortably parametrizeany given surface.End Lecture 15
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 19 16.7: Surface Integrals of Scalar Fields
 Recall to find the surface area of a surface area given parametrization
 ~r(u, v) = 〈x(u, v), y(u, v), z(u, v)〉 for (u, v) ∈ D
 We can find the surface area by
 SA =
 ∫ ∫D
 |~ru × ~rv| dA =
 ∫ ∫S
 1 dS.
 Recall |~ru×~rv| gives the area of the infinitesimal parallelogram over each point, which we use to approximatethe total area.
 So now we want to be able to integrate scalar fields over S, and to do that, we just replace the 1 in thesurface area formula by f . In particular,∫
 S
 f dS =
 ∫ ∫D
 f(~r(u, v))|~ru × ~rv| dA.
 So just like in one dimension where we can find mass by integrating density with respect to arc length:
 m =
 ∫C
 ρ ds
 In two dimensions, we can find the mass of a thing sheet with density ρ(x, y, z) by
 m =
 ∫ ∫S
 ρ dS.
 Example 22. (16.7.20) Find ∫ ∫S
 (x2 + y2 + z2) dS
 where S is the part of the cylinder x2 +y2 = 9 between the planes z = 0 and z = 2 together with the top and bottomdisks.
 We don’t know how to parametrize the entire closed cylinder at the same time, so we split the cylinder into3 surfaces, each of which we know how to parametrize. Call them S1, S2 and S3 as seen on the picture.
 On The top disk, S1 we know z = 2, so we can use r and θ as our parameters:
 ~r(r, θ) = 〈r cos θ, r sin θ, 2〉 where 0 ≤≤ 3, 0 ≤ θ ≤ 2π
 ~rr = 〈cos θ, sin θ, 0〉
 ~rθ = 〈−r sin θ, r cos θ, 0〉
 ~rr × ~rθ =⟨0, 0, r(cos2 θ + sin2 θ)
 ⟩= 〈0, 0, r〉
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 So we have |~rr × ~rθ| = r Now we compute∫ ∫S1
 (x2 + y2 + z2) dS =
 ∫ 2π
 0
 ∫ 3
 0
 (r2 + 4)r dr dθ =153π
 2
 Similarly for the bottom disk, we know z = 0, so by following the same process,∫ ∫S3
 r2 · r dr dθ =81π
 2
 For the cylinder, we use cylindrical coordinates (r, θ, z). Since r is fixed with a value of 3, we obtain theparametrization
 ~r(θ, z) = 〈3 cos θ, 3 sin θ, z〉 0 ≤ θ ≤ 2π 0 ≤ z ≤ 2
 ~rθ = 〈−3 sin θ, 3 cos θ, 0〉
 ~rz = 〈0, 0, 1〉
 ~rθ × ~rz = 〈3 cos θ, 3 sin θ, 0〉
 So |~rθ × ~rz| = 3. Hence ∫ ∫S2
 (x2 + y2 + z2) dS =
 ∫ 2π
 0
 ∫ 2
 0
 (9 + z2) · 3 dz dθ = 124π.
 Adding these terms together, we conclude∫ ∫S
 (x2 + y2 + z2) dS = 241π
 End Lecture 16
 20 16.7: Surface Integrals of Vector Fields
 Definition 9. We define the flux of ~F across an oriented surface S by∫ ∫S
 ~F · d~S (these symbols are read as “the flux of ~F across S)
 =
 ∫ ∫S
 ~F · ~n dS (this is the surface integral of the scalar field ~F · ~n where ~n is the unit normal)
 =
 ∫ ∫D
 ~F (~r(u, v)) · ~ru × ~rv|~ru × ~rv|
 · |~ru × ~rv| dA
 (This is writing out the definition in terms of the parametrization of S)
 =
 ∫ ∫D
 ~F · (~ru × ~rv) dA
 The issue with this definition, is that when we choose the unit normal, there are always two unit normalvectors pointing in opposite directions. As we move about the surface, we want the normal vectors to move contin-uously, so we don’t want them switching back and forth across the sides of the surface. This leads us to define anorientable surface, which just means we can make a consistent choice of normal vector so it doesn’t change sides.
 Here is a picture of a smooth choice or not a smooth choice of normal vector:
 On the surface pictured, we can pick a smooth choice of a normal vector so the surface is orientable.
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 Definition 10. A surface S is orientable if at each point you can choose a unit normal vector so that following anyclosed curve C, when you come back, the unit vector is still pointing in the same direction.
 Not all surfaces are orientable. For example, in class we conisdered the Mobius band. In general if you takea piece of paper and tape it together, an even number of twists produces an orientable surface, and an odd numberof twists produces a non-orientable surface.
 Knowing what an orientable surface is is very important, but for this class, the surfaces we work with willbe orientable.
 Once we have a surface, we need a clear way to discuss which orientation we choose. Below are examples ofwhat different words mean in terms of orientation:
 � We say a surface has an upward (resp. downward) orientation if the z component of the normal vector is > 0(resp. < 0).
 � The above example is specific to the z component. If for example the surface is contained in the xz-plane, thenwe would specify the surface is oriented in the positive y-direction (so y component of normal vector is > 0),or the negative y-direction.
 � If we are working on a closed surface (recall a closed surface is just a surface which encloses a finite 3-dimensionalregion, like a sphere), then we use the term outward orientation and inward orientation.
 A good intuitive idea behind an orientable surface is if it has two sides. As mentioned before, for an orientablesurface, we can give it an orientation. For example if we give it the orientation ~ru × ~rv, then we can compute theflux across the surface by ∫ ∫
 S
 ~F · d~S =
 ∫ ∫D
 ~F (~r(u, v)) · ( ~ru × ~rv) dA.
 However if we want to give S the opposite orientation, we use the fact that ~ru × ~rv = −(~rv × ~ru) to see that S withthe opposite orientation has the flux given by∫ ∫
 S
 ~F · d~S =
 ∫ ∫D
 ~F (~r(u, v)) · (~rv × ~ru) dA.
 Example 23. Parametrize the sphere of radius 3, and give it the outward orientation.
 We first parametrize the sphere by
 ~r(θ, φ) = 〈3 cos θ sinφ, 3 sin θ sinφ, 3 cos θ〉
 Taking derivatives, we compute~rθ = 〈−3 sin θ sinφ, 3 cos θ sinφ, 0〉
 ~rφ = 〈3 cos θ sinφ, 3 sin θ cosφ,−3 sin θ〉~rθ × ~rφ =
 ⟨−9 cos θ sin2 φ,−9 sin θ sin2 φ,−9 sinφ cosφ
 ⟩.
 Right not it is not obvious which orientation ~rθ × ~rφ gives, so if we pick one point on the surface and checkthe direction of that vector, then we know whether we have inward or outward pointing orientation. Let’s considerthe point (3, 0, 0) on the sphere, so θ = 0 and φ = π
 2 . Then we compute
 ~rθ × ~rφ(0,π
 2) = 〈−9, 0, 0〉
 This vector points towards the inside of the sphere, which is the inward pointing orientation. Since we want theoutward pointing orientation, we conclude it is given by
 ~rφ × ~rθ = −(~rθ × ~rφ) =⟨9 cos θ sin2 φ, 9 sin θ sin2 φ, 9 sinφ cos θ
 ⟩Applications: Below are some applications for computing flux.
 � If ρ(x, y, z) is the density of a fluid and ~v is a velocity field through S, then by setting ~F = ρ~v which is the rate
 of flow of the mass per unit area, so the flux∫ ∫
 S~F · d~S gives the total rate of flow across S.
 � If ~E is an electric field, we get Electric Flux.
 � If temperature at a point is given by u(x, y, z) and K is the conductivity constant of the surface (think the
 surface is a think sheet of metal), then the heat flow ~F = −K∇u. Taking the flux of ~F we obtain the flow ofheat across the surface S.
 End Lecture 17
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 21 16.8: Stoke’s Theorem
 We first recall if ~F is a continuous vector field on an oriented surface S, then the flux of ~F across S is∫ ∫S
 ~F · d~S =
 ∫ ∫D
 ~F · (~ru × ~rv) dA
 where D is the domain of the parametrization ~r of the surface S.Recall we could write Green’s Theorem as∫
 C
 ~F · d~r =
 ∫ ∫D
 (curl ~F ) · ~k dA.
 So this says the integral around the boundary curve C with positive orientation of ~F is the flux of the curl ~F acrossD where D is given the positive orientation.
 Note in this formulation we have two orientations: orientation of the surface, as well as orientation of thecurve. This leads us to the following definition:
 Definition 11. Given an oriented surface S, we say the boundary curve C of S has positive orientation if we lookat S from the side in which the normal vectors point out, and C rotates counterclockwise from this perspective.
 This can also be seen in terms of the right hand rule. Point your thumb in the direction of the normal vectorson S, and the curl of your fingers determine the positive orientation of the boundary curve C.
 So now we write Green’s Theorem in a more general context, which we will now call Stokes’ Theorem
 Theorem 10 (Stokes’ Theorem). Let the surface S be
 � piecewise smooth
 � oriented
 Set the boundary of S, that is ∂S to be the curve C which is
 � Simple
 � closed
 � piecewise smooth
 � positively oriented
 Suppose ~F has C1 components (so derivatives of component functions are continuous.)Then, ∫ ∫
 S
 curl ~F · d~S =
 ∫C
 ~F · d~r.
 Recall that a surface S and a curve C is piecewise smooth if the component functions of their respectiveparametrizations are piecewise smooth.
 Just like Green’s Theorem, Stokes’ Theorem is to find∫ ∫
 C~F d~r by computing the surface integral int
 ∫S
 curl ~F ·d~S.
 Another common use of Stokes’ Theorem is to change the surface we integrate over. For example, supposewe are asked to integrate
 ∫ ∫H
 curl ~F d~S where H is the bumpy hemisphere of radius 2 oriented upwards, pictureson the left:
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 We don’t know how to parametrize this surface, but as long as the assumptions of Stokes’ Theorem aresatisfied, we can consider the disc D which has the same boundary of H given by C, the circle of radius 2. Then byStokes’ Theorem, ∫ ∫
 H
 curl ~F · d~S =
 ∫C
 ~F · d~r =
 ∫ ∫D
 curl ~F · d~S.
 Now we changed our problem from a surface we don’t know how to even parametrize into a surface that is reallyeasy to parametrize. This in turn can make impossible integrals possible.
 For the worksheet today, you will need the double angle identities:
 � for 1(b) cos(2x) = 1− 2 sin2(x)
 � for 1(c) cos(2x) = 2 cos2(x)− 1
 End Lecture 18
 22 16.9: Divergence Theorem
 Recall Green’s Theorem can be written as∫C
 ~F · ~n ds =
 ∫ ∫D
 div (~F ) dA.
 So to generalize, up to a higher dimension, we would want the following to be true for a surface S enclosing a solidregion E: ∫ ∫
 S
 ~F · ~n dS =
 ∫ ∫ ∫E
 div (~F ) dV.
 And it is true as long as we verify some assumptions!
 Definition 12. A region in R3 is a simple solid region if it is type I, II and III. i.e. it needs to be bounded byspheres, ellipsoids or rectangular boxes.
 Theorem 11 (Divergence Theorem). Let E be a simple region in R3.Suppose S is the boundary surface of E with outward orientation.Suppose ~F has continuous partial derivatives of components on a region containing EThen ∫ ∫
 S
 ~F · d~S =
 ∫ ∫ ∫E
 div (~F ) dV.
 Here are some primary uses of Divergence Theorem
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 � To compute flux of ~F across a surface S that would require multiple surface integrals to compute (Like a closedcylinder or cone)
 � Sometimes div (~F ) is much simpler than ~F (like zero!) which makes the integral computation a lot easier.
 � We can use Divergence theorem to find the flux through multiple surfaces at once. For example, let
 E = {(ρ, θ, φ) : 1 ≤ ρ ≤ 2}
 which is a ball with a hole in it. The boundary of E consists of two spheres, the sphere ρ = 1 call it S1 andthe sphere ρ = 2 call it S2 each with the outward orientation. To give E the positive orientation, we want thevectors pointing away from E, which means outward from the sphere of radius 2 and inward from the sphereof radius 1.
 So then we compute∫ ∫ ∫E
 div ~F =
 ∫ ∫S1
 ~F · (−~n) dS +
 ∫ ∫S2
 ~F · d~n dS =
 ∫ ∫S2
 ~F · d~S −∫ ∫
 S1
 ~F · d~S.
 This process should look very similar to what we did when we were applying Extended Greens’ Theorem, soyou could think of this as extended Divergence Theorem.
 � Physical interpretation. The Flux of (electric field, heat field, velocity field) across a surface S is the “sum” ofthe divergence away from points inside S.
 End Lecture 19
 23 Surface Integrals Review
 Throughout the lecture we will consider one shape: The cylinder x2 + y2 = 1 bounded by the planes y = 0 andy = 4− z.
 First, we can always be asked to parametrize a surface. So we will parametrize the surface, as well as computea normal vector:
 ~r(y, θ) = 〈cos θ, y, sin θ〉 0 ≤ y ≤ 4− sin θ 0 ≤ θ ≤ 2π
 ~ry = 〈0, 1, 0〉~rθ = 〈− sin θ, 0, cos θ〉
 ~ry × ~rθ = 〈cos θ, 0, sin θ〉
 There are 3 main types of questions we can ask about our cylinder.
 1. Consider the cylinder given above. Suppose the density is given by ρ(x, y, z) =√
 1 + x2 + z2 kg/m2. Find themass of the cylinder.
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 Solution: Orientation doesn’t matter when we are looking for mass, so using the parametrization found above,we compute
 m =
 ∫ ∫S
 ρ(x, y, z) dS
 =√
 2
 ∫ 2π
 0
 ∫ 4−sin θ
 0
 dy dθ (Since dS = |~ry × ~rθ| = 1 and ρ(~r(y, θ)) =√
 2)
 =√
 2
 ∫ 2π
 0
 4− sin θ dθ
 = 8π√
 2kg
 Common Confusion: This question above is a question about the mass of the 2-dimensional cylinder (massgiven in mass/area like kg/m2), whereas the following problem is about finding the mass of the 3-dimensionalobject (mass given in mass/volume like kg/m3).
 Find the mass of the solid cylinder x2 + z2 ≤ 1 where 0 ≤ y ≤ 4− z. In this situation, we set up the mass byusing cylindrical coordinates
 m =
 ∫ ∫ ∫C
 ρ(x, y, z) dS
 =
 ∫ 2π
 0
 ∫ 1
 0
 ∫ 4−r sin θ
 0
 √1 + r2r dy dr dθ.
 2. Let ∂S denote the boundary of the cylinder, where we give the cylinder orientation away from the y-axis. Find∫∂S
 ~F · d~r
 Where ~F = 〈−3yz, ey, 3yx〉.Solution We don’t really want to compute two line integrals, but that is an option. In this solution we willuse Stokes’ Theorem.
 First note that from the parametrization of the cylinder S, S is a smooth surface, with the orientation givenas away from the y-axis.
 Now consider ∂S which is given by the two curves
 C1 : x2 + z2 = 1 y = 0
 C2 : x2 + z2 = 1 y = 4− z
 Buy using the right hand rule from the normal vector pointing out, we get the direction of curling along thecylinder (drawn in orange below). By considering how the curl vectors hit the boundaries C1 and C2 determinesthe orientation of C1 and C2 shown below.
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 Thus we have each component of ∂S is positively oriented as pictures, and each of the curves is a circle, so inparticular, smooth, simple closed curves.
 Finally, notice that ~F has components given by polynomials and exponential functions which in particular aresmooth and thus C1.
 Hence Stokes’ Theorem applies.
 From before, we check the direction of our normal vector ~ry × ~rθ = 〈cos θ, 0, sin θ〉 at θ = 0, which gives thevector 〈1, 0, 0〉 which indeed points out away from the y-axis, so we have the correct orientation.
 We also computecurl (~F ) = 〈3x,−6y,−3y〉 .
 Hence applying Stokes’ Theorem we compute∫∂S
 ~F · d~r =
 ∫ ∫curl (~F ) d~S
 =
 ∫ 2π
 0
 ∫ 4−sin θ
 0
 〈3 cos θ,−6 sin θ, 3 sin θ〉 · 〈cos θ, 0, sin θ〉 dy dθ
 = 3
 ∫ 2π
 0
 4− sin θ dθ
 = 24π
 3. Now consider the closed cylinder (This means we include the discs on the end of the cylinder as part of our
 surface.) Suppose S is oriented outwards, and E is the region enclosed by S. Find the flux of ~F across S where~F = 〈x+ ln |y − 1000|, 4y + ez, 3z〉 .Solution It might be possible to compute this directly, but that would involve integrating the natural logfunction, which isn’t fun. Since our surface S encloses a 3-dimensional region, we want to use DivergenceTheorem.
 Let E be the simple solid enclosed by S. Let S be the boundary of E oriented outwards. The components of~F are polynomials, exponentials, and logarithms which are all smooth except for ln |y − 1000| when y = 1000.
 Since y = 1000 is not in our region of integration, we don’t have to worry about this part, so ~F does indeedsatisfy the hypotheses.
 Hence by the Divergence Theorem, we compute∫ ∫S
 ~F d~S =
 ∫ ∫ ∫E
 div (~F ) dV
 =
 ∫ 2π
 0
 ∫ 1
 0
 ∫ 4−r sin θ
 0
 8r dy dr dθ
 = 8
 ∫ 2π
 0
 ∫ 1
 0
 4r − r2 sin θ dr dθ
 = 8
 ∫ 2π
 0
 [2r2 − r3
 3sin θ]10 dθ
 = 8
 ∫ 2π
 0
 2− 1
 3sin θ dθ
 = 8[2θ +1
 3cos θ]2π0
 = 32π
 End Lecture 20
 24 Review
 Chapter 15 We’ve been regularly using double integrals, triple integrals in polar, spherical, and cylindrical as well astheir applications throughout the quarter so I will not review those skills specifically. The most commonly forgottenpart of chapter 15 is the Jacobian.
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 If T is a C1 transformation from the uv-region S to the xy-region R, and if f is continuous on R
 Then we define the Jacobian∂(x, y)
 ∂(u, v)= det
 [xu xvyu yv
 ]Our change of variables formula is then∫ ∫
 R
 f(x, y) dA =
 ∫ ∫S
 f(x(u, v), y(u, v))
 ∣∣∣∣∂(x, y)
 ∂(u, v)
 ∣∣∣∣ dA.The most common issues for students in the past have been forgetting to put the absolute value sign around
 the Jacobian, struggling to come up with transformations x and y, or given a transformation, knowing what theimage of the region is under that transformation.
 Chapter 14 We learned the Chain rule, which is used in a lot of proofs like Green’s Theorem and Stokes’Theorem. For the gradient and directional derivatives, recall the gradient points in the direction of greatest increase,which is orthogonal to level curves. When computing the directional derivative D~u(f) recall we always need u to bea unit vector.
 Chapter 16Claim: Every vector field is conservative.Proof: Let ~F be a vector field and let C be a closed path. Then∫
 C
 ~F · d~r =
 ∫ ∫S
 curl (~F ) d~S (By Stokes’ Theorem)
 =
 ∫ ∫ ∫E
 div (curl (~F )) dV (By Divergence Theorem)
 = 0 (Since div (curl ~F ) = 0)
 Hence ~F is independent of path, so ~F is conservative.Of course this is utter nonsense. First of all we know not every vector field is conservative because we’ve
 seen functions for where there is no potential function. The moral of this story is that Assumptions of the Theoremmatter, and about 1/3 of the points on the final for for verifying hypotheses and stating which theorems we use.
 We recall the following terms
 � Continuous - Recall a function f is continuous if limx→af(x) = f(a). But for this class you may simply statethat polynomials, trig functions, exponential functions and logarithms are all continuous on their domains.
 � Smooth – A function f is smooth if dbfdxn exists for all n. That is we can always keep taking derivatives. It is
 okay in this course to state without proof that polynomials, trig functions, and exponentials and logarithmsare smooth on their domains.
 � Fubini Recall if f is continuous on [a, b]× [c, d] or bounded and discontinuous on finitely many smooth curves,then ∫ b
 a
 ∫ d
 c
 f dy dx =
 ∫ d
 c
 ∫ b
 a
 f dx dy.
 � Conservative vector field A vector field ~F is conservative if there exists a potential function f so that~F = ∇f , or equivalently ~F is independent of path. We have the following results
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 Theorem 12 (Conservative Vector Field Criterion). If ~F is conservative, then Py = Qx on D, or in three
 dimensions curl (~F ) = 0.
 If D is open, simply connected, P,Q have continuous first order derivatives, and Py = Qx on D, then ~F isconservative.
 In three dimensions, if P,Q,R have continuous partial derivatives on all of R3 and curl (~F ) = 0, then ~F isconservative.
 Now we summarize the fundamental theorem of calculus theorems:Theorem Name Assumptions Conclusions
 Fundamental Theoremof Caculus (FTC)
 f ′ is continuous on [a, b]∫ baf ′(x) dx = f(b)− f(a)
 Fundamental Theoremof Line Integrals (FTLI)
 C smooth curvef differentiable∇f continuous
 ∫C∇f d~r = f(~r(b))− f(~r(a))
 Green’s/ Stokes’ Theo-rem
 S oriented piecewise smooth surfaceC piecewise smooth positively oriented curve~F components continuous partial derivatives
 ∫C~F · d~r =
 ∫ ∫S
 curl (~F ) d~S
 Divergence Theorem E simple solid regionS boundary surface of E oriented outward~F component functions C1
 ∫ ∫S~F · d~S =
 ∫ ∫ ∫E
 div (~F ) dV
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