


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                            
                            
                        

                    

                

                
                    
                                                    Log in
                            Upload File
                                            

                

            


            	Most Popular
	Study
	Business
	Design
	Technology
	Travel
	Explore all categories


        

    





    
        
            
                
                    
                

                

                    
                        mathematical engineering technical reports...

                    


                    
                        
                            	Home
	Documents
	MATHEMATICAL ENGINEERING TECHNICAL REPORTS …ttic.uchicago.edu/~ryotat/papers/metrCSP-SPEC.pdfMATHEMATICAL ENGINEERING TECHNICAL REPORTS Spectrally weighted Common Spatial Pattern


                        

                    


                    




    
        
            
                
                    
                        

                        
                        
                    

                    
                        
						1

25
                        
                    

                    
                        
                        100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                        
                    

					
                

            


            
                
                    
                    
                    
                

                
                    

                    

                    
                        
                         Match case
                         Limit results 1 per page
                        

                        
                        

                    

                

            

            
									
    
        
        

        

        

        
        
            MATHEMATICAL ENGINEERING TECHNICAL REPORTS Spectrally weighted Common Spatial Pattern algorithm for single trial EEG classiﬁcation Ryota TOMIOKA, Guido DORNHEGE, Guido NOLTE, Benjamin BLANKERTZ, Kazuyuki AIHARA, and Klaus-Robert M ¨ ULLER METR 2006–40 July 2006 DEPARTMENT OF MATHEMATICAL INFORMATICS GRADUATE SCHOOL OF INFORMATION SCIENCE AND TECHNOLOGY THE UNIVERSITY OF TOKYO BUNKYO-KU, TOKYO 113-8656, JAPAN WWW page: http://www.i.u-tokyo.ac.jp/mi/mi-e.htm 
        

        
    






				            

        

    









                    
                        
							Upload: others
                            Post on 12-May-2020

                            4 views

                        

                        
                            Category:
 Documents


                            0 download

                        

                    


                    
                        
                            Report
                        

                                                
                            	
                                    Download
                                


                        

                                            


                    
                        
                        
                            
                                    
Facebook

                        

                        
                        
                            
                                    
Twitter

                        

                        
                        
                            
                                    
E-Mail

                        

                        
                        
                            
                                    
LinkedIn

                        

                        
                        
                            
                                    
Pinterest

                        
                    


                    
                

                

                    
                    
                        Embed Size (px):
                            344 x 292
429 x 357
514 x 422
599 x 487


                        

                    

                    

                    

                    
                                        
                        TRANSCRIPT

                        Page 1
                        

MATHEMATICAL ENGINEERINGTECHNICAL REPORTS
 Spectrally weighted Common Spatial Patternalgorithm for single trial EEG classification
 Ryota TOMIOKA, Guido DORNHEGE,Guido NOLTE, Benjamin BLANKERTZ,
 Kazuyuki AIHARA, and Klaus-Robert MULLER
 METR 2006–40 July 2006
 DEPARTMENT OF MATHEMATICAL INFORMATICSGRADUATE SCHOOL OF INFORMATION SCIENCE AND TECHNOLOGY
 THE UNIVERSITY OF TOKYOBUNKYO-KU, TOKYO 113-8656, JAPAN
 WWW page: http://www.i.u-tokyo.ac.jp/mi/mi-e.htm

Page 2
                        

The METR technical reports are published as a means to ensure timely dissemination of
 scholarly and technical work on a non-commercial basis. Copyright and all rights therein
 are maintained by the authors or by other copyright holders, notwithstanding that they
 have offered their works here electronically. It is understood that all persons copying this
 information will adhere to the terms and constraints invoked by each author’s copyright.
 These works may not be reposted without the explicit permission of the copyright holder.

Page 3
                        

Spectrally weighted Common Spatial Pattern
 algorithm for single trial EEG classification
 Ryota TOMIOKA1,2, Guido DORNHEGE2,Guido NOLTE2, Benjamin BLANKERTZ2,
 Kazuyuki AIHARA1, and Klaus-Robert MULLER2,3
 1 Dept. Mathematical Informatics, IST,The University of Tokyo, Japan
 2 Fraunhofer FIRST.IDA, Berlin, Germany3 Technical University Berlin, Germany
 [email protected]
 July 5, 2006
 Abstract
 We propose a simultaneous spatio-temporal filter optimization algo-rithm for the single trial ElectroEncephaloGraphy (EEG) classificationproblem. The algorithm is a generalization of the Common Spatial Pat-tern (CSP) algorithm, which incorporates non-homogeneous weightingof the cross-spectrum matrices. We alternately update the spectralweighting coefficients and the spatial projection. The cross validationresults of our SPECtrally-weighted CSP (SPEC-CSP) algorithm on162 EEG datasets show significant improvements when compared towide-band filtered CSP and similar accuracy as Common Sparse Spec-tral Spatial Pattern (CSSSP), however, with far less computationalcost. The proposed method is at the same time highly interpretableand modular because the temporal filter is parameterized in the fre-quency domain. The possibility of incorporating any prior filter opensup the applicability of the method far beyond brain signals.
 1 Introduction
 The goal of the Brain-Computer Interface (BCI) research is to provide adirect control pathway from human intentions reflected in their brain signalsto computers. Recently, a considerable amount of effort has been done inthe development of BCI systems [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Wewill be focusing on non-invasive, electroencephalogram (EEG) based BCIs.Such a system not only provides disabled people more direct and natural
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control over a neuro-prosthesis or over a computer application (e.g. [3, 4])but also opens up an opportunity for healthy people to communicate solelyby their intentions.
 The study of BCIs consists of two parts; the first part is the techniquesthat development of such a system requires and the second part is the rela-tionship between the system and the user. The design of an experimentalparadigm or a study on subject-to-subject or session-to-session variabilitybelongs to the second category, whereas a feature extraction technique (e.g.,this study) or a classification algorithm belongs to the first category. Al-though novel techniques are often more general in the sense that they couldbe applied to other types of problems, yet the importance of interpretabilityand transparency of the method as the basis of second type of BCI studiesis often neglected.
 Recently machine learning approaches to BCI have proven to be effectiveby making the subject training required in a classical subject “conditioning”framework unnecessary and allow to compensate for the high inter-subjectvariability.
 The task is to extract subject-specific discriminative patterns from high-dimensional spatio-temporal EEG signals. We study a BCI based on themotor imagination paradigm. Motor imagination can be captured throughspatially localized band-power modulation in µ- (7-15Hz) and β- (15-30Hz)rhythms; underlying neuro-physiology is well known as Event Related Desyn-chronization (ERD) [14]. With respect to the topographic patterns of brainrhythm modulations, the Common Spatial Pattern (CSP) (see [15, 16, 17])algorithm, which was first introduced as a decomposition method that findsprojections common to two states of brain activity (e.g., abnormal or nor-mal) and afterwards successfully applied to the classification problem of thetwo states, has also proven to be very useful for motor-imagery BCI. Onthe other hand, the frequency band on which the CSP algorithm operates,has been either selected manually or unspecifically set to a broad band fil-ter [17, 5]. Recently, Lemm et al. [18] proposed a method called CommonSpatio Spectral Pattern (CSSP) which applies the CSP algorithm to a time-delay embedded signal; they doubled the number of electrodes with theaddition of τ delayed channels. The challenge in their approach was thatthe selection of the time-lag parameter τ , which embodies the whole prob-lem of choosing characteristic temporal structure, was only possible throughcross validation on the training set. Dornhege et al. [19] proposed a methodcalled Common Sparse Spectral Spatial Pattern (CSSSP) which solves theCSP problem not only for the spatial projection but also for the Finite Im-pulse Response (FIR) temporal filter coefficients. The difficulty in this workwas the computational inefficiency of the optimization procedure, in whichsolving a generalized eigenvalue problem was required for the evaluation ofthe objective function at every point.
 In this paper, we present a method for simultaneous spatio-temporal
 2
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filter optimization, which is an iterative procedure of solving a spectrallyweighted CSP problem and updating the spectral weighting coefficients.The proposed method is highly interpretable and modular at the same timebecause the temporal filter is parameterized in the frequency domain. More-over it is capable of handling arbitrary prior filters based on neurophysiolog-ical insights. The proposed method outperforms wide-band filtered CSP inmost datasets. Moreover, a detailed validation shows how much of the gainis obtained by the theoretically obtained filter and how much is obtained byimposing a suitable prior filter.
 This paper is organized as follows: in Sec. 2 the method is proposed;in Sec. 3 our novel SPEC-CSP is compared against all three recent filtermethods, namely, CSP, CSSP, and CSSSP; in Sec. 4 the optimal combinationof a spectral filter obtained from the statistical criterion and prior filters isinvestigated in detail; finally in Sec. 5 concluding remarks are given.
 2 Method
 Let us denote by X ∈ Rd×T the EEG signal of a single trial of an imaginarymotor movement1, where d is the number of electrodes and T is the numberof sampled time-points in a trial. We consider a binary classification problemwhere each class, e.g. right or left hand imaginary movement, is called thepositive (+) or negative (−) class. The task is to predict the class label fora single trial X.
 In this study, we use a feature vector, namely log-power features definedas follows:
 φj(X; wj , Bj) = log w†jXBjB
 †jX
 †wj (j = 1, . . . , J), (1)
 where the upper-script † denotes a conjugate transpose or a transpose for areal matrix, wj ∈ Rd is a spatial projection that projects the signal into asingle dimension, and Bj ∈ RT×T denotes the linear time-invariant temporalfilter. A log-power feature φj captures a brain-rhythm modulation, whichis not only spatially localized (captured by wj) but also localized in thefrequency domain (captured by Bj). The training of a classifier is composedof two steps. In the first step, the coefficients wj and Bj are optimized. Inthe second step, the Linear Discriminant Analysis (LDA) classifier is trainedon the feature vector. Note that the whole procedure is equivalent to theconventional CSP based classifiers (see [17, 5, 20]) except that in this studythe temporal filter Bj is also optimized, which was manually chosen andfixed in the previous work.
 1For simplicity, we assume that the trial mean is already subtracted and the signal isscaled by the inverse square root of the number of time-points. This can be achieved bya linear transformation X = 1√
 TXoriginal
 `IT − 1
 T11†´.
 3
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We adopt the Common Spatial Pattern (CSP) [15, 16, 17] algorithmfor the optimization of the spatial projection w. The idea is to simul-taneously diagonalize the sensor covariance matrices corresponding to twomotor-imagery classes. Here, a sensor covariance refers to the covariancebetween channels averaged over time as well as trials2:
 Σ(c)(B) :=⟨XBB†X†
 ⟩c,
 where angled brackets 〈·〉c denote expectation within a class c ∈ {+,−}.Using the fact that a linear time-invariant temporal filter B is diagonal inthe frequency domain U †BB†U = diag(α1, . . . , αT ) 3, we can rewrite thesensor covariance matrix as a weighted sum of cross-spectrum matrices asfollows:
 Σ(c)(α) :=T ′∑
 k=1
 αk 〈Vk〉c :=T∑
 k=1
 αk
 ⟨xkx
 †k
 ⟩c=
 ⟨XUU †BB†UU †X†
 ⟩c= Σ(c)(B),
 where U := { 1√T
 e−2πikl/T }kl ∈ CT×T is the Fourier transformation (thus
 U †U = IT ), xk ∈ Cd is the k-th frequency component, Vk := 2 · Re[xkx
 †k
 ]
 and 〈Vk〉c ∈ Rd×d is the real-part of the k-th frequency component in thecross spectrum. Here, without loss of generality we only take the real-partof the cross spectrum because (a) the imaginary part cancels out since thespectrum of the filter {αk}T
 k=1 is symmetric around the Nyquist frequencyand (b) the phase of the signal is irrelevant to the log-power feature (Eq. (1)).Note that only the T ′ = dnFFT+1
 2 e independent frequency components belowthe Nyquist frequency are taken into the sum. Furthermore, the complexityof the spectrum estimation is controlled by using Welch method, which aver-ages estimations on overlapping windows with shorter time-points nFFT ≤ T .Now, a decomposition that is common to two brain states, or a set of basesthat simultaneously diagonalize the two sensor covariance matrices, can befound by solving the following generalized eigenvalue problem [15]:
 Σ(+)(α)w = λΣ(−)(α)w. (2)
 Note that since for each pair of eigenvector and eigenvalue (wj , λj) the
 equality λj = w†jΣ
 (+)(α)wj
 /w†
 jΣ(−)(α)wj holds,
 w1 = argminw
 w†Σ(+)(α)ww†Σ(−)(α)w
 ,
 wd = argmaxw
 w†Σ(+)(α)ww†Σ(−)(α)w
 ,
 2More precisely, it should be called the cross-power matrix, because a projection w†Σwgives the power of the projected signal.
 3We assume that T is sufficiently large compared to the tap-length of the filter so thatthe problem due to the boundary is negligible.
 4
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where the eigenvectors are sorted in the ascending order of the eigenval-ues. Note that the maximization of the ratio of the powers corresponds tothe maximization of the separation of two classes in the log-power featurespace if the class centers are well approximated by the logarithm of theclass-averaged powers. It is common practice that only the first nof largesteigenvectors and the last nof smallest eigenvectors are used to construct alow dimensional feature representation.
 The next question is how to optimize the coefficients α = {αk}T ′k=1. In
 order to achieve the trade-off between the good discrimination and the reli-ability of the band-power estimation, we formulate this problem as follows:
 maxα
 〈s(w, α)〉+ − 〈s(w,α)〉−√Var [s(w,α)]+ + Var [s(w, α)]−
 , (3)
 s.t. αk ≥ 0 (∀k = 1, . . . , T ′),
 where we define
 s(w, α) :=T ′∑
 k=1
 αksk(w) :=T ′∑
 k=1
 αkw†Vkw.
 Note that Eq. (3) can be viewed as the signed square root of the Rayleighquotient used in Fisher discriminant analysis with an additional constraintthat all coefficients must be positive; therefore, if we exchange the labels,Eq. (3) yields a different solution; thus we take the maximum of Eq. (3) forthe “+” class and the minimum for the “−” class just like choosing CSPprojections from the both ends of the eigenvalue spectrum of Eq.(2).
 The optimal filter coefficient is explicitly written as follows:
 α(+)k
 opt ∝
 〈sk(w)〉+ − 〈sk(w)〉−Var [sk(w)]+ + Var [sk(w)]−
 〈sk(w)〉+ − 〈sk(w)〉− ≥ 0,
 0 otherwise,(4)
 because the spatio-temporally filtered signal s(w,α) is linear with respectto the spectral filter coefficients {αk}T
 k=1 and we additionally assume thatthe signal is a stationary Gaussian process, where the frequency componentsare independent to each other for a given class label; thus Var [s(w, α)]c =∑T
 k=1 α2kVar [sk(w)]c. Note that the labels (+ and −) are exchanged for the
 filter for the “−” class {α(−)k
 opt}T ′k=1. The norm of the vector α cannot be
 determined from the problem (3). Therefore, in practice we normalize thecoefficients so that they sum to one.
 Furthermore, we can incorporate our prior knowledge on the spectrumof the signal during the task. This can be achieved by generalizing Eq. (4)as follows:
 α(c)k =
 (α
 (c)k
 opt)q
 · (βk)p (c ∈ {+,−}), (5)
 5
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where {βk}T ′k=1 denotes the prior information, which we define specific to a
 problem (see Sec. 3.1.4). The optimal values for p and q should depend onthe data, preprocessing, and the prior information {βk}T ′
 k=1. Therefore onecan choose them by cross validation.
 To summarize, the optimal spatial projection w is the eigenvector withthe largest eigenvalue of the generalized eigenvalue problem (2) and theoptimal spectral filter α is the solution to the problem (3) and is explicitlywritten as Eq. (4). Moreover, one can incorporate any prior filter {βk}T ′
 k=1
 as Eq. (5). Since both of the optimal spatial and spectral filter dependon each other, we use an iterative method that starts from conventionalCSP (solving Eq. (2) with ∀k, αk = 1) and updates one fixing the otheralternately. We found that using a fixed number of iterations results incomparable performance with using cross validations to select the numberof iterations (see Sec. 3); alternatively one can use the eigenvalues of Eq. (2)to decide when the iteration should stop. The details are summarized inTable 1.'
 &
 $
 %
 1. Initialize α(1)k = 1 (k = 1, . . . , T ′) and J = 1.
 2. for each step3. for each set of spectral coefficients α(j) (j = 1, . . . , J)4. Calculate the sensor covariance matrices Σ(c)(α(j)) (c ∈ {+,−}).5. Solve the generalized eigenvalue problem (2) and let
 W(c)j ∈ Rd×nof : the set of nof top eigenvectors, and
 λ(c)j : the top eigenvalue (c ∈ {+,−}).
 6. end (for each set of spectral coefficients)7. set W (−) := W
 (−)j∗ with j∗ = argminj=1,...,Jλ
 (−)j and
 W (+) := W(+)j∗ with j∗ = argmaxj=1,...,Jλ
 (+)j
 8. for each projection wj ∈ {W (−),W (+)} (j = 1, . . . , J = 2nof)9. Calculate 〈sk(wj)〉c and Var [sk(wj)]
 c for c ∈ {+,−}.10. Update α
 (j)k :=
 (αopt
 k
 )q· (βk)
 p according to Eqs. (4) and (5)
 and normalize α(j) so that it sums to unity.11. end (for each projection)12. end (for each step)
 Note: The top eigenvectors in step 5 are the eigenvectorscorresponding to the largest and the smallest eigenvaluesfor the positive and the negative classes, respectively.
 Table 1: The implementation of the proposed method.
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3 Results
 3.1 Experimental setup
 3.1.1 Validation
 We test four different preprocessing techniques, namely, the proposed method,wide-band filtered CSP [15, 17], CSSP [18], and CSSSP [19] on 162 datasetsof BCI experiments from 29 subjects by cross validation. We use the log-power feature (Eq. (1)) with nof = 3 features for each class (thus J = 2nof =6) and LDA as a classifier.
 3.1.2 Data acquisition
 A Berlin Brain-Computer Interface (BBCI) experiment consists of two parts,the calibration block and the feedback block [10]. In the calibration block,subjects performed 3-3.5 seconds of one of the imaginary movement tasks,namely, right hand (R), left hand (L) or foot (F), instructed by the corre-sponding letter displayed on the screen during this period. These trials wererepeated every 4.5-6 seconds. Brain activity was recorded at the samplingfrequency 100Hz from the scalp with multi-channel EEG amplifiers using 32,64 or 128 channels. Besides EEG channels, we recorded the electromyogram(EMG) from both forearms and the leg as well as horizontal and verticalelectrooculogram (EOG) from the eyes. The EMG and EOG channels wereused exclusively to make sure that the subjects performed no real limb oreye movements correlated with the mental tasks that could directly (arti-facts) or indirectly (afferent signals from muscles and joint receptors) bereflected in the EEG channels and thus be utilized by the classifier, whichoperates on the EEG signals only. Varying from a dataset to another, from70 to 600 (median 280) trials were recorded. No feedback or response to thesubject’s motor imagination was presented in the calibration block. On theother hand, in the feedback block, the subject could steer a cursor or play acomputer game like brain-pong by BCI control. The data from the feedbackblock is not used in this study because they depend on intricate interactionsof the subject with the original classification algorithm in use with the feed-back. In this study, since we investigate only binary classifications, differentcombinations of imaginary movements produced several binary problems inthe datasets from a single experiment. The multi-class CSP proposed by [20]can also be generalized to incorporate spectral weighting.
 3.1.3 Preprocessing of the signals
 After removing the EOG, EMG, and a few outermost channels of the cap,we band-pass filter the signal from 7-30Hz and cut out the interval of 500-3500ms after the appearance of the visual cue on the screen from the contin-
 7
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uous EEG signal for each trial of imaginary movement. Only in Sec. 4, wealso use the signal without the band-pass filter step, in order to investigatethe effect of assuming the above mentioned band on the design of a filter;except the band-pass filtering, the signal was equally processed as describedabove.
 3.1.4 Prior information
 The prior filter {βk}T ′k=1 is defined as follows:
 βk = I[7, 30]k · (〈sk(w)〉+ + 〈sk(w)〉−)/
 2, (6)
 where {I [7, 30]k }T ′
 k=1 is an indicator function that takes value one only in theband 7-30Hz, and otherwise zero. Since we have already band-pass filteredthe signal, it is reasonable to restrict the resulting filter to take values onlywithin this band. The second term, which is the average activity of twoclasses, expresses our understanding that in the motor imagery task thatinvolves ERD [14], good discrimination is most likely found at frequencybands that correspond to strong oscillations, i.e., µ- and β-rhythms. Sincethe optimal filter (Eq. (4)) and the prior filter (Eq. (6)) scale with powers −1and 1 of the spectrum, respectively, we reparameterize the hyperparametersas p = p′ + q′ and q = q′. Here, if p′ = c the filter scales with the powerc regardless of which q′ one chooses. Thus, the contributions of the scaleand the discriminability are separated in the new parameterization. Now,using p′, the scaling exponent of the filter and q′, the intensity of the labelinformation, Eq. (5) can be written as follows:
 α(+)k ∝ I
 [7, 30]k ·
 (“s(+)k −s
 (−)k
 ”“s(+)k +s
 (−)k
 ”
 v(+)k +v
 (−)k
 )q′
 · (s(+)
 k + s(−)
 k
 )p′s(+)
 k − s(−)
 k ≥ 0,
 0 otherwise,(7)
 where the following short hands are used: s(c)k := 〈sk(w)〉c and v(c)
 k :=Var [sk(w)]c. Note that for α
 (−)k , the labels (+ and −) should be exchanged.
 3.2 Visual examples
 Here we present some figures which are not directly relevant to the compar-ison but are helpful in understanding the proposed method better.
 Figure 1 shows the construction of a spectral filter. The averaged spec-trum of spatially filtered signals is shown for each class in Fig. 1(b). Thespatial projection coefficients are also topographically shown in Fig. 1(c).The conventional CSP is purely an operation in the spatial domain. There-fore, as a spectral filter it has a flat spectrum as shown in Fig. 1(a). The
 8
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proposed method (Fig. 1(d)), on the other hand, is a combination of thetheoretically obtained filter (Eq. (4), Fig. 1(e)) and the prior filter (Eq. (6),Fig. 1(f)). The theoretically obtained filter scales with the power −1 of thespectrum (see Sec. 4 for the detailed discussion), therefore not only the dis-crimination around 12Hz but also that around 24Hz, which can be hardlyseen in the original scale (Fig. 1(b)), are detected. Although the increase inthe amplitude just before 30Hz might seem problematic, the effect is limitedbecause the power of the wide-band filtered signal (Fig. 1(b)) goes to zero at30Hz and the theoretical filter is only counterbalancing the decrease in thepower of the original signal. The prior filter (Fig. 1(f)) peaks at frequencycomponents corresponding to a strong rhythmic activity (µ-rhythm, 12Hz)regardless of whether it has discriminative information or not. Since the sig-nal is already band-pass filtered from 7-30Hz, taking the average spectrum(Eq. (6)) is sufficient to tell where the rhythmic activity is. The resultingfilter (Fig. 1(d)), which is the elementwise product of the two filters in thiscase (because (p′, q′) = (0, 1)), has two peaks, one larger peak at 12Hz anda smaller peak at 24Hz, reflecting the compromise between the theoreticaland the prior filters. The optimal combination of the two filters is discussedin Sec. 3.4
 Figure 2 shows the process of iteratively updating the spatial projectionand the spectral filter. The iteration starts from uniform spectral coefficients(step 0). In an odd step the spatial projection is updated, whereas in aneven step the spectral coefficients are updated. Note that “step 1” is theCSP with the wide-band filter. At “step 5”, we obtain a clear patterncorresponding to synchronized brain activity in the foot area of the motorcortex, which could not be found by the wide-band filtered CSP.
 Figure 3 shows the improvement in the cross-validation error by iterativeupdates. An odd step and an even step corresponds to a spatial projectionupdate and a spectral filter update similarly to Fig. 2. The 10×10 cross-validation errors are shown for six subjects. In addition, median over 162datasets are also shown (gray dashed line). For some subjects (e.g., insubject F) no improvement were observed, most likely due to artifacts whoseeffects are not localized in the frequency spectrum (e.g. blinking, chewingor other muscle movements).
 9
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10 20 30
 (a) CSP
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 er
 10 20 30
 (b) signal
 leftright
 (c) CSP
 10 20 30
 (d) proposed
 frequency (Hz)
 pow
 er
 10 20 30
 (e) theoretical
 frequency (Hz)10 20 30
 (f) prior filter
 frequency (Hz)
 Figure 1: (a) The conventional CSP in the frequency domain. (b) The class-averaged spectrum of the original signal projected with a CSP projection.(c) The CSP projection topographically mapped on a head viewed fromabove. The head is facing the top of the paper. (d) The filter spectrumobtained by the proposed method. (e) The theoretically obtained filter(Eq. (4)). (f) The prior filter (Eq. (6)). All vertical axes show the powersin arbitrary units.
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 Figure 2: The topographical patterns of the CSP projections and the spectraof the filters are shown for each step of iteration for a Foot (−) vs. Left (+)dataset. The iteration starts from a homogeneous spectral filter (step 0) andthe spatial projection and spectral filter are updated alternately (step 1-5).Note that although we use nof features for each class, only the top patternsare shown here for the visualization purpose.
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 Err
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 subject Asubject Bsubject Csubject Dsubject Esubject Fmedian
 Figure 3: The 10×10 cross-validation errors of the proposed method foreach step are shown for six subjects from very good classification accuracy(subject E) to moderate accuracy (subject B). The median over 162 datasetsis also shown (dashed line). The hyperparameters were fixed at p′ = 0and q′ = 1 (the elementwise product of Eqs. (4) and (6)). The odd stepscorrespond to spatial projection updates and the even steps are spectralfilter updates. Note that the first step is the wide-band filtered CSP.
 12

Page 15
                        

3.3 Comparison with conventional algorithms
 Figure 4 shows the 10×10 cross validation errors of CSP and the proposedmethod for each dataset as a single data point. The hyperparameters arefixed at p′ = 0 and q′ = 1, which corresponds to the elementwise product ofthe theoretical optimum Eq. (4) and the prior filter Eq. (6). The iterationwas performed 10 times, which contain 10 times of spatial projection updatesand 10 times of spectral filter updates; therefore the total number of stepsnstep = 20.
 1 5 251
 5
 25
 CSP
 SP
 EC
 −C
 SP
 (p’
 =0,
 q’=
 1, 2
 0 st
 eps)
 Figure 4: The 10×10 cross-validation errors of CSP and the proposedmethod on 162 datasets. Points lower than the diagonal correspond todatasets where the proposed method outperforms CSP. The hyperparame-ters for the proposed method were fixed at p′ = 0 and q′ = 1 (the elementwiseproduct of Eqs. (4) and (6)). The iteration was performed 10 times, i.e., thenumber of steps nstep = 20. For a better visualization, data points outsideof 1-50% intervals are shown on the edge of the figure box.
 Figure 5 shows the test error of the proposed method against threeconventional methods, namely CSP, CSSP, and CSSSP. All methods weretrained on the first half of the dataset and applied to the remaining half(chronological validation). The time-lag parameter τ for CSSP was cho-sen out of all values from 0ms to 150 ms at 10ms interval by leave-one-out
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cross validation on the training set [18]; the regularization constant C forCSSSP was chosen out of {0, 0.01, 0.1, 0.2, 0.5, 1, 2, 5} by 2×5-fold cross val-idation on the training set [19]. The hyperparameters for the proposedmethod were (a) all fixed at p′ = 0, q′ = 1 (the elementwise product ofEqs. (4) and (6)) and nstep = 20; (b) p′ and q′ were chosen by 5×5 crossvalidation on the training set out of p′ ∈ P ′ := {−1,−0.5, 0, 0.5, 1} andq′ ∈ Q′ := {0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4} and the number of steps was fixedat nstep = 20; (c) all parameters were chosen out of p′ ∈ P ′, q′ ∈ Q′ andnstep ∈ {1, 2, . . . , 20}. The improvement by choosing p′ and q′ by cross val-idation for each dataset (from Fig. 5(a) to Fig. 5(b)) is notable, howeverfurther choosing the number of steps nstep by cross validation yielded nosignificant improvement (from Fig. 5(b) to Fig. 5(c)). The fact that theproposed method with the fixed number of steps at nstep = 20 performsas good as that with nstep chosen by cross validation implies the iterativeprocedure in the proposed method suffers no serious over-fitting problem.
 3.4 Hyperparameter dependency
 Figure 6 shows the contour plot of the average bitrate (per decision) over162 datasets. The bitrate is defined as follows:
 1−(
 perr log2
 1perr
 + (1− perr) log2
 11− perr
 ), (8)
 i.e., the capacity of a binary symmetric channel with the error probabil-ity perr obtained by 4×4 cross validation for each combination of (p′, q′) ∈P ′ × Q′. For instance, a bitrate 0.38 corresponds to 15.4% error and alsocorresponds to 7.6 bits per minute provided that the subject can make adecision every 3 seconds. The maximum average bitrate is achieved in thearea including (p′, q′) = (0, 1) (the hyperparameters used in Sec. 3.3) Thehyperparameters corresponding to CSP ((p′, q′) = (0, 0)) or the prior filteroutperforms the theoretically obtained filter ((p′, q′) = (−1, 1)). We furtherelucidate the underlying rationale for incorporating both the theoretical op-timum and the prior filter in Sec. 4
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 Figure 5: The chronological test error of the proposed method comparedto three conventional methods, namely CSP, CSSP, and CSSSP on 162datasets. The time-lag parameter τ for CSSP and the regularization con-stant C for CSSSP were chosen by cross validation on the training set. Thedata points outside of 1-50% interval are shown on the edge of the figure boxfor a better visualization. The number of datasets lying above/below thediagonal is shown at top-left/bottom-right corners of each plot, respectively.
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 Figure 6: The contour plot of the average bitrate over 162 datasets in thetwo-dimensional hyperparameter space. The bitrate is defined as Eq. (8)with the error probability perr obtained by 4×4 cross validation for each(p′, q′). The number of steps nstep = 20. The filter is defined as Eq. (7) withtwo hyperparameters p′, the scaling exponent, and q′, the discriminability.(p′, q′) = (−1, 1) is the theoretical optimum (Eq. (4)). (p′, q′) = (0, 0) cor-responds to the wide-band filtered CSP. (p′, q′) = (1, 0) is the prior filteritself (Eq. (6)). (p′, q′) = (0, 1) corresponds to the elementwise product ofEqs. (4) and (6), which is used in Sec. 3.3.
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4 Discussion: the effect of prior information
 Since the solution (Eq. (4)) of the problem (3) has the form of “mean overvariance”, it scales with the power −1 with respect to the spectrum. Theo-retically speaking, this is favorable because the filter compares all frequencycomponents in a fair manner regardless of the power at each frequency com-ponent. In other words, it whitens the spectrum before the comparison.The scaling exponent p′ = −1 is also favorable from another point of view,namely invariance; one can apply an arbitrary (non-zero) spectral filter tothe signal before calculating Eq. (4) yet the effect is canceled out by Eq. (4).However, the cross-validation result in Sec. 3.4 shows that the filter havingthe scaling exponent p′ = 0 is better than p′ = −1 compared at any q′. Thisis analogous to the fact that the wide-band filtered CSP (∀αk = 1) worksquite well in general, because the scaling exponent p′ = 0 implies that thepower of the filtered signal is dominated by rhythmic activities, e.g., µ- andβ-rhythms, which have overwhelmingly strong power.
 In order to fill the gap between the theoretical scaling exponent p′ = −1and the empirically obtained scaling exponent p′ = 0, here we carry outan additional validation. The validation consists of two steps. In the firststep we optimize the spatial projection. Each dataset is band-pass filteredfrom 7-30Hz and the CSP projection with nof = 3 patterns for each classis calculated on the whole dataset. In the second step, in order to investi-gate the optimal design of a temporal filter, we conduct a cross-validationon the signal without pre-filtering. Note that this validation differs fromthat in section 3.4 in two folds: first, the optimization of the spatial pro-jection was done on the whole dataset in the first step and fixed during thevalidation, second, the spatial projection was calculated on the pre-filteredsignal but applied to the signal without pre-filtering. Furthermore, in thecross-validation we test two prior filters β namely,
 • with the wide-band 7-30Hz assumption:
 βk = I[7, 30]k · (〈sk(w)〉+ + 〈sk(w)〉−)/
 2, (9)
 • without the assumption:
 βk =(〈sk(w)〉+ + 〈sk(w)〉−)/
 2. (10)
 Note that for the signal already band-pass filtered as in Sec. 3 the wide-bandassumption is only useful in avoiding numerical instability and improvinginterpretability, whereas here with the signal without pre-filtering, the as-sumption imposes a real constraint on the design of a spectral filter. Wetest the filter (5) with the two prior filters for p = p′ + q′ and q = q′ withp′ ∈ [−2, 2] and q′ ∈ [0, 8].
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Figures 7(a) and 7(b) show the contour plot of the average bitrate forall combinations of p′ ∈ [−2, 2] and q′ ∈ [0, 8] on a 0.2 interval grid for theprior filters Eqs. (9) and (10), respectively. Figure 7(a) is similar to Fig. 6where the maximum bitrate is achieved approximately at (p′, q′) = (0, 1).However, it is clearer here, since the spatial projection is not recalculated,that the weighting of cross-spectrum matrices according to Eq. (4) improvesthe classification accuracy ((p′, q′) = (0, 1) is better than (p′, q′) = (0, 0)) andincorporating the prior filter is also effective ((p′, q′) = (0, 1) is better than(p′, q′) = (−1, 1)). On the other hand, Fig. 7(b) shows a completely differentpicture. Since the wide-band assumption is not adopted in the prior filter(Eq. (10)), it weights not only µ- and β-bands but also the brain activitylower than 7Hz, which has nothing to do with motor imagery task or evenwhich cannot be considered a rhythmic activity. Thus the prior informationis not so much useful anymore. The highest bitrate is now obtained inthe area p′ < 0 where the filter scales inversely to the spectrum. Thetheoretical optimum (Eq. (4)) is now the best performer among the wide-band filtered CSP, the prior filter (Eq. (10)), and the elementwise productof Eqs. (4) and (10). Note that however the overall bitrate is higher inFig. 7(a) compared to that in Fig. 7(b). Therefore, in practice the wide-band assumption appears to help though the aim of this section was toshow that in general it is necessary that the filter scales inversely to thepower of the signal (Eq. (4)). Also note that since the all the trials in adataset are used to calculate the spatial projection for each dataset, thebitrate does not reflect the real generalization performance in Fig. 7; thusone cannot directly compare Fig. 7 to Fig. 6.
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 Figure 7: The contour plot of the average bitrate over 162 datasets in thetwo-dimensional hyperparameter space. The bitrate is defined as Eq. (8)with the error probability perr obtained by 4×4 cross validation. Unlike insection 3.4 the cross-validation was carried out on the signal without pre-filtering with pre-computed spatial projections. Points corresponding to thewide-band filtered CSP, the theoretically derived filter (Eq. (4)), the priorfilter, and the elementwise product of the two filters ((p′, q′) = (0, 1)) aremarked.
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5 Conclusion
 In this paper, we have proposed a novel technique for spatio-temporal filteroptimization in the context of single-trial EEG classification. The methodworks in the spatial domain and in the frequency domain alternately. Thespatial projection optimization is a generalized version of CSP [17], in whicha weighted sum of cross-spectrum matrices in the frequency domain is cal-culated for each class and then simultaneously diagonalized. The spectralfilter, which is the weighting coefficients of the cross-spectrum matrices, isoptimized through a novel optimization criterion. Since both the spatial andspectral filter optimization depends on each other, the two steps are iteratedalternately.
 The cross validation on 162 BCI datasets show improved classificationaccuracy compared to CSP [17] and comparable accuracy with CSSP [18]and CSSSP [19]. In comparison to CSP [17], we have shown that the non-homogenous weighting of the spectrum improves the classification accuracy.In comparison to CSSP [18], the problem of temporal filter optimizationis directly addressed through a statistical criterion (3) and the new crite-rion has proven to be capable of handling more flexible and interpretablerepresentation of a temporal filter without a serious over-fitting problem.In comparison to CSSSP [19], the proposed method is far more computa-tionally efficient with comparable classification accuracy as well as beingeasily interpretable because the temporal filter is parameterized not as aFIR filter but in the frequency domain. Note that in online application itis straightforward to realize the obtained spectral filter as an AR filter orARMA filter by various existing methods, e.g., the Yule-Walker method andits extensions.
 Furthermore, we have investigated the best combination of the theoreti-cal optimum (4) and the prior filter (6) by cross validation. We have foundthat the best combination is approximately obtained by the elementwiseproduct of the theoretical optimum and the prior filter ((p′, q′) = (0, 1), or(p, q) = (1, 1) in the original parameterization). Moreover, we have foundthat CSP ((p′, q′) = (0, 0)) or the prior filter itself ((p′, q′) = (1, 0)) gives bet-ter classification accuracy than the theoretical optimum ((p′, q′) = (−1, 1)).
 The fact that the models with a larger scaling exponent p′ perform betterthan the theoretical optimum, motivated us to conduct an additional vali-dation in order to investigate the effect of the wide-band 7-30Hz assumptionon the optimal filter design. The validation was done on the signal with-out pre-filtering. Moreover, the recalculation of the spatial projection wasnot performed in order to ensure that the difference only arises from thetemporal filter.
 We have found that without the wide-band assumption, the prior filter,which assumes the discrimination to be found at frequency regions that arestrongly active, fails because the activity below 7Hz will tend to dominate
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without contributing to discriminability. On the other hand, the theoreti-cally optimal scale exponent p′ = −1, which whitens the signal, has provento be favorable than p′ = 0 or p′ = 1 in this situation. Thus, the “strongactivity implies good discrimination” assumption that is behind the priorfilter is only valid together with the wide-band assumption (7-30Hz). Notethat either CSP or the elementwise product of the theoretical optimum andthe prior filter ((p′, q′) = (0, 1), or (p, q) = (1, 1) in the original parame-terization), which we have used in Sec. 3.3, already incorporates this priorknowledge. In fact, after band-pass filtering from 7-30Hz, a homogeneouslyweighted spectrum is dominated by some a priori important activities (e.g.µ- and β-rhythms).
 The proposed method gives a highly interpretable spatial projection nat-urally because we solve the generalized CSP problem. In addition, the spec-tral representation of the temporal filter is favorable not only from the in-terpretability but also from providing possibility to incorporate any priorinformation about the spectral structure of the signal as we have demon-strated in section 3.
 The applicability of the proposed method is not limited to brain signalsbecause we use a very simple statistical criterion and we have clearly sepa-rated the effect of the statistical criterion and the prior knowledge specificto EEG signals in the implementation.
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