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 Musical Forces and Melodic Expectations: ComparingComputer Models and Experimental Results
 S T E V E L A R S O N
 University of Oregon School of Music
 Recent work on “musical forces” asserts that experienced listeners oftonal music not only talk about music in terms used to describe physi-cal motion, but actually experience musical motion as if it were shapedby quantifiable analogues of physical gravity, magnetism, and inertia.This article presents a theory of melodic expectation based on that asser-tion, describes two computer models of aspects of that theory, and findsstrong support for that theory in comparisons of the behavior of thosemodels with the behavior of participants in several experiments.
 The following summary statement of the theory is explained andillustrated in the article:
 Experienced listeners of tonal music expect completions in whichthe musical forces of gravity, magnetism, and inertia control oper-ations on alphabets in hierarchies of embellishment whose step-wise displacements of auralized traces create simple closed shapes.
 A “single-level” computer program models the operation of thesemusical forces on a single level of musical structure. Given a melodicbeginning in a certain key, the model not only produces almost the sameresponses as experimental participants, but it also rates them in a simi-lar way; the computer model gives higher ratings to responses that par-ticipants sing more often. In fact, the completions generated by thismodel match note-for-note the entire completions sung by participantsin several psychological studies as often as the completions of any oneof those participants matches those of the other participants.
 A “multilevel” computer program models the operation of thesemusical forces on multiple hierarchical levels. When the multilevelmodel is given a melodic beginning and a hierarchical description of itsembellishment structure (i.e., a Schenkerian analysis of it), the modelproduces responses that reflect the operation of musical forces on all thelevels of that hierarchical structure.
 Statistical analyses of the results of a number of experiments testhypotheses arising from the computer models’ algorithm (S. Larson,1993a) for the interaction of musical forces as well as from F. Lerdahl’ssimilar (1996) algorithm. Further statistical analysis contrasts theexplanatory power of the theory of musical forces with that of E.Narmour’s (1990, 1992) implication-realization model.
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The striking agreement between computer-generated responses andexperimental results suggests that the theory captures some importantaspects of melodic expectation. Furthermore, the fact that these datacan be modeled well by the interaction of constantly acting but contex-tually determined musical forces gives support to the idea that we expe-rience musical motions metaphorically in terms of our experience ofphysical motions.
 Received February 9, 1996, accepted December 13, 2003
 LISTENING to music is a creative process in which we shape the soundswe hear into meanings tempered by our nature and experience. When
 we are engaged in that process, experienced listeners of tonal music makepredictions about what will happen next—about “where the music isgoing.” In this sense, the recent growth of interest in melodic expectation,both in theoretical and experimental research, responds to central ques-tions about musical experience—questions about meaning and motion.
 This article draws on approaches from a variety of fields to make a con-tribution to our understanding of melodic expectation and its role inmusical meaning and musical motion: at the intersection of current musictheory and philosophy of meaning, it begins with a theory of metaphori-cal “musical forces”; from cognitive science, especially from artificialintelligence, it adapts the approach of building computer models of cog-nitive processes; and from music psychology and statistical analysis, itborrows techniques for analyzing the results of psychological experi-ments. This article thus synthesizes all these fields; the theory of melodic expec-tation presented here is implemented in computer models whose behavior iscompared with that of participants in music-cognition experiments.
 A Theory of Melodic Expectation
 The theory of melodic expectation presented here claims that experi-enced listeners of tonal music have expectations about how melodicbeginnings will be completed, and it claims that important aspects ofthose expectations are captured in the following summary statement:
 Experienced listeners of tonal music expect melodic completions inwhich the musical forces of gravity, magnetism, and inertia controloperations on alphabets in hierarchies of embellishment whose step-wise displacements of auralized traces create simple closed shapes.
 The following paragraphs explain what is meant by this summary state-ment, restate portions of it as specific rules, and then describe computerimplementations of certain aspects of the theory. A complete specification
 Steve Larson458
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of the theory and its complete implementation in a single computer pro-gram are long-range goals. However, for now, the success of two partialimplementations is enough to suggest its power to account for the resultsof several different psychological experiments.
 ENTIRE COMPLETIONS VERSUS MERE CONTINUATIONS
 The first claim in this summary statement is that listeners expect com-pletions. This emphasis on completions, as opposed to mere continua-tions, separates this claim from many current experimental and theoreti-cal studies of music perception.
 Some experimental work in music perception restricts attention to thefirst new note that listeners expect in a melodic continuation. Carlsen andhis collaborators asked participants to sing continuations of two-notebeginnings (Carlsen, 1981; Carlsen, Divenyi, & Taylor, 1970; Unyk &Carlsen, 1987). Cuddy and her collaborators have tested listeners’ judg-ments (Cuddy & Lunney, 1995) and listeners’ produced continuations(Thompson, Cuddy, & Plaus, 1997) of two-note beginnings. Lake (1987)and Povel (1996) also asked participants to produce continuations of(respectively) two- or one-note beginnings, but for each beginning, theyfirst established a major-key context. In Povel’s experiment, participantswere allowed to add only one note. In the rest of these experiments inwhich participants produced continuations, the participants often addedmore than one new note, but the experimenters analyzed only the firstadded note.
 Experiments by Krumhansl and others that ask listeners to judge howwell a single probe tone or chord fits an established context may also beregarded as asking listeners to rate the degree to which that tone or chordis expected in that context (Krumhansl, 1990). Some of these studies(Cuddy & Lunney, 1995; Krumhansl, 1995; Schellenberg, 1996, 1997)used the probe-tone technique to test predictions of the bottom-up com-ponent of Narmour’s (1990, 1992) “implication-realization model” ofmelodic expectancy. Such probe-tone experiments also limit analysis toonly the first new element expected by listeners.
 However, other experiments (Larson, 1997a) suggest that we shouldregard the melodic expectations of participants as expectations not somuch for continuations, but as expectations for entire completions. (By“entire completions,” I mean all the notes sung by an experimental par-ticipant.) In these experiments, most participants’ responses agreed note-for-note with another participant’s entire response—and the total numberof different entire responses was small. (Some responses failed to agreenote-for-note with another response, but since our interest lies in under-standing shared musical intuitions, the elimination of such outliers may beregarded as a positive feature of considering entire completions.)Furthermore, these other experiments demonstrate that sorting responses
 Musical Forces and Melodic Expectations 459
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by just the first added notes can confuse the data—by making clearly sim-ilar responses look different and by making clearly different responseslook similar. Larson (1997a) shows, for example, that responses that endin the same key and have the same essential structure can have differentfirst added notes, and that responses in different keys and ending on dif-ferent notes can have the same first added notes.
 Until now, theories of melodic expectation have not offered a testableexplanation of how listeners generate entire completions. For example,Narmour’s implication-realization model suggests that melodic continua-tions result from the interaction of “bottom-up” and “top-down” compo-nents. However, tests of the bottom-up component of the implication-real-ization model (cited above) suggest that it is little more than a descriptionof what is statistically true of first added notes in general—like claimingthat “added notes are usually close in pitch to one of the two precedingnotes” and “large leaps are usually followed by a change in direction.” Infact, Schellenberg (1996, 1997) finds that the bottom-up component ofNarmour’s model can be simplified to something like these two statementswithout any loss of accuracy in describing experimental results.
 It might appear that including the top-down component of Narmour’smodel would allow it to generate entire completions. In fact, Krumhansl(1995) found that, in order to account well for the data in one of her testsof Narmour’s model, she had to add a factor she called “tonality” (whichshe modeled with her major-key profile)—and that factor turned out to beone of the most important in explaining the data. (In her experiment withtonal melodies, this was true even though the experiment considered onlydiatonic continuations. Had a more complete test been done, also consid-ering nondiatonic tones, this factor may well have played an even greaterrole.) However, a close reading of Narmour’s books suggests that the top-down component—including factors like “the influence of intra-opusstyle” and “the influence of extra-opus style”—includes more thanKrumhansl’s “tonality.” Despite the elegance of Krumhansl’s experiments,the top-down component of Narmour’s model is still not codified as a setof rules capable of generating entire completions.
 In fact, by itself, the bottom-up component of Narmour’s model leadsto two seemingly contradictory conclusions: the first is that the larger animplicative interval, the stronger its implications; the second is that thelarger an interval, the greater the number of implied continuations (thatis, possible “reversals”), thus the less specific our expectations. Since, inexperience, stronger implications are usually more specific, this also sug-gests that, if Narmour’s model is to capture important aspects of melodicexpectation, then the top-down component may need to be included.
 In order to generate entire completions, a theory of melodic expectationwould have to be articulated as a specific set of rules—which could be
 Steve Larson460
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implemented as a computer program—capable of generating a list ofentire completions (and, ideally, assigning them ratings that suggest theirlikelihood). The closer that program comes to matching note-for-note alland only the continuations produced or approved by experimental partic-ipants, the more successful it will appear (and the closer the ratingsattached to the computer-generated responses correlate with the frequen-cy with which those responses are produced, or with the judgments madeabout them, the more successful it will appear.)
 This article proposes just such a theory, describes two computer mod-els that implement aspects of that theory, and shows that a comparison ofthe results of that model with the results of psychological experimentsoffers strong support for that theory.
 MUSICAL FORCES
 The summary statement given above claims that musical forces play animportant role in generating melodic completions. A number of recentpapers and presentations suggest that musical forces shape musical expe-rience.
 Three of these forces I call “gravity” (the tendency of an unstablenote to descend), “magnetism” (the tendency of an unstable note tomove to the nearest stable pitch, a tendency that grows stronger thecloser we get to a goal), and “inertia” (the tendency of a pattern ofmusical motion to continue in the same fashion, where what ismeant by “same” depends upon what that musical pattern is “heardas”). (Larson 1997b, p. 102)
 The idea of musical forces was inspired by Rudolf Arnheim’s applica-tions of gestalt psychology to the perception of visual art (Arnheim, 1966,1974, 1986; Larson, 1993c); has illuminated aspects of Schenkerian the-ory (Larson, 1994a, 1997b); has improved the pedagogy of aural skills,counterpoint, and harmony (Hurwitz & Larson, 1994; Larson, 1993d,1994a; Pelto, 1994); has been used in the analysis of pieces by Chopin,Brahms, and Varese (Brower, 1997–98, 2000); and has helped to explainthe phenomenon of “swing” in jazz (Larson, 1999b). The idea of musicalforces has also been used to generate a small, well-defined set of three-,five-, and seven-note patterns—and a comparison of that set with the setof patterns discussed in published accounts of hidden repetition in tonalmusic, with a set of patterns said to structure fugue expositions, and witha set of patterns described as first-level Schenkerian middlegrounds givesstrong support to the claim that this set of patterns is privileged in tonalmusic (Larson, 1997–98). A recent article in this journal (Larson, 2002)relates aspects of the theory of musical forces to important work in jazz
 Musical Forces and Melodic Expectations 461
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theory, analyzes recorded jazz compositions and improvisations in light ofthe theory, and finds that the distribution of melodic patterns in thatmusic gives further empirical support to the theory.
 The theory argues that we experience musical motions metaphoricallyin terms of our experience of physical motions. According to the theory,the metaphor of musical motion is neither optional nor eliminable. Thismetaphor and its entailments (which include the musical forces) shapemusical experience in direct, profound, and consistent ways. This view ofmetaphor as constitutive of experience agrees with some current work inphilosophy and cognitive linguistics (Johnson, 1987; Lakoff & Johnson,1980, 1999). It is also supported by recent studies of metaphor andembodiment by music analysts (Aksnes, 1997, 2002; Coker, 1972; Cox,1999; Guck, 1981, 1991; Kassler, 1991; and the work on musical forcescited above). However, this theory of musical experience should not betaken as making any assertions about whether these “forces” are learned,innate, or some combination thereof.
 In some situations, the musical forces agree: In a context where weexpect melodies to move within the major scale and where we experiencethe members of the tonic triad as stable pitches, musical gravity suggeststhat the melodic beginning 5̂-4̂-? will continue by going down, 5̂ - 4̂-3̂;musical magnetism suggests that the same beginning will continue bygoing to the nearest stable pitch, 5̂-4̂-3̂; and musical inertia suggests thatthe same beginning will continue by going in the same direction, 5̂-4̂-3̂.
 In other situations, the forces may disagree: In a context where weexpect melodies to move within the major scale and where we experiencethe members of the tonic triad as stable pitches, musical gravity and musi-cal magnetism suggest that the melodic beginning 5̂-6̂-? will continue bygoing down and to the nearest stable pitch, 5̂-6̂-5̂; but musical inertiasuggests that the same beginning will continue by going in the same direc-tion, 5̂-6̂-7̂-8̂.
 The interaction of the forces may be contextually determined (e.g., aspecific context may heighten listeners’ attention to the effects of gravitywhile another context may lessen the impact of the same force). However,for the purposes of computer modeling, the theory offers an algorithm fortheir interaction (Larson, 1993a). The general form of that algorithm is
 F = wGG + wMM + wII
 This equation shows how, for a particular note in a particular context,the computer can represent the forces felt to impel that note to anotherspecified note. It combines the scores it gives to gravity (G is 1 for patternsthat give in to gravity and 0 for motions that do not), magnetism (M iscalculated according to a formula discussed in more detail later), and iner-tia (I is 1 for patterns that give in to inertia, –1 for patterns that go against
 Steve Larson462
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inertia, and 0 if there are no inertial implications) in a proportion (repre-sented by the weights wG, wM, and wI, respectively) to represent theircumulative effect (F). Just as we experience physical motions as shaped byan interaction of constantly acting but contextually determined physicalforces, so, the theory argues, we experience musical motions as shaped by aninteraction of constantly acting but contextually determined musical forces.
 Earlier computer models of musical forces (Larson, 1993a, 1994b,1999a) represent the magnetic pull toward the closest stable pitch as thedifference between the pull of that pitch (expressed as the inverse squareof its distance in semitones) minus the pull of the closest pitch in the otherdirection (also expressed as the inverse square of its distance in semi-tones). In this way, the algorithm models the human tendency to be morestrongly drawn to closer goals. Theoretically, one could calculate magnet-ic pulls from all stable pitches, but as a practical matter, only the closestnotes in each direction are considered in this calculation. Thus, the com-puter models represent magnetism as
 M = 1/dto2 – 1/dfrom
 2
 where M indicates the magnetic pull on a given note in a given context inthe direction of a specified goal; dto is the distance in semitones to thatgoal; and dfrom is the distance in semitones to the closest stable pitch(potential goal) in the other direction. In the context just described (wherewe expect melodies to move within the major scale and where we experi-ence the members of the tonic triad as stable pitches), the distance (d)from 4̂ to 5̂ is 2 semitones, and the distance from 4̂ to 3̂ is 1 semitone.Thus, the magnetic pull exerted on 4̂ by 5̂ is represented as 0.25 (1/d2 =1/22 = 1/4), the magnetic pull exerted on 4̂ by 3̂ is represented as 1 (1/d2 =1/12 = 1), and their combined magnetic effect on 4̂ is 0.75 in the directionof 3̂ (1/dto
 2 – 1/dfrom2 = 1/12 – 1/22 = 1 – 1/4 = 3/4). In the same context, the
 magnetic pull exerted on 6̂ by 8̂ is represented as 0.11 (1/d2 = 1/32 = 1/9),the magnetic pull exerted on 6̂ by 5̂ is represented as 0.25 (1/d2 = 1/22 =1/4), and their combined magnetic effect on 6̂ is 0.14 in the direction of 5̂(1/dto
 2 – 1/dfrom2 = 1/22 – 1/32 = 1/4 – 1/9 = 5/36). Again, the computer
 model considers only the effects of the two closest stable pitches (aboveand below the unstable note).
 If we take the general algorithm given above and substitute this morespecific representation of magnetism, then we get the first of the three fol-lowing algorithms.
 F = wGG + wM(1/dto2 – 1/dfrom
 2) + wII
 F = wM(ato/dto – afrom/dfrom) + . . .
 F = wM(sto/dto2 – sfrom/dfrom
 2) + wII
 Musical Forces and Melodic Expectations 463
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The first of these algorithms is the one used by my computer models(Larson, 1993a, 1994b, 1999a).
 The second is Bharucha’s (1996) “yearning vector,” with magnetismdescribed by his “tonal force vector” (the ellipsis indicates that there maybe other unspecified forces). Bharucha (1996) describes the sum of allforces acting on a given note in a given context as its “yearning vector.”He describes this net force as an expectation, and explains it in terms ofattention (modeled by neural-net activations) and the “anchoring” of dis-sonances. He does not specify what all the components of such a vectormight be. If those forces were gravity, magnetism, and inertia, then hisyearning vector would be equivalent to the algorithm used by my comput-er models to evaluate the interaction of musical forces. However, his arti-cle describes only one force—musical magnetism (which he calls the“tonal force vector”). As in my computer’s algorithm, Bharucha quanti-fies the net magnetic pull on a note as the difference between the pulls ofthe closest note above and the closest note below that note. As in my com-puter’s algorithm, he also asserts that the magnetic pull on a note fromeither attractor is inversely proportional to the distance between that noteand its attractor. (However, while Bharucha offers a linear function, mycomputer algorithms model this pull as inversely proportional to thesquare of that distance.) He also suggests that the magnetic pull on a notefrom either attractor is directly proportional to the activation (represent-ed here as a, which, in his article, is equated with the stability) of itsattractor.
 The third is Lerdahl’s (1996) “tendency algorithm,” which also quanti-fies the net magnetic pull on a note (which he calls “the resultant attrac-tion”) as the difference between the pulls of the closest note above and theclosest note below that note. However, in a later book, Lerdahl (2001, p.170) conjectures that “it may turn out to be more accurate just to takeattractional values as correlating directly with degrees of expected contin-uation,” which excludes the addition of opposing vectors. Nevertheless,he retains the addition of opposing vectors to quantify what he calls “thepower of implicative denial.”
 Like my computer model’s algorithm, Lerdahl quantifies this pull asinversely proportional to the square of that distance. Also, like Bharucha,Lerdahl suggests that the magnetic pull on an unstable note from eitherattractor is directly proportional to the stability of its attractor. However,while Bharucha considers only the stability of the attractor, Lerdahl alsoconsiders the stability of the unstable note (sto is the ratio of levels ofembedding in a tonal pitch space between the closest stable pitch and theunstable note; sfrom is the ratio of levels of embedding between the closestpitch in the other direction and the unstable note). This requires calculat-ing the stability values for three pitches: the unstable pitch and the attrac-tors in both directions. However, instead of using the basic pitch space
 Steve Larson464
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given in his original article (Lerdahl, 1988), Lerdahl’s (1996) algorithmuses a different pitch space—one that does not distinguish between thestability of the mediant and that of the dominant. He omits gravity. Inertia(which he calls “directed motion”) is modeled in similar ways in both ouralgorithms (however, my algorithm allows for three cases: patterns thatgive in to inertia score 1, patterns that go against inertia score –1, and pat-terns that do not have inertial implications score 0—Lerdahl’s algorithmconsiders only the first two of these cases).
 A comparison of these algorithms suggests six hypotheses concerningthe ways in which the expectations of experienced listeners might reflecttheir intuitions about musical forces: (1) expectations are influenced bythe stability of the unstable note (the attracted note); (2) expectationsare influenced by the stability of the goal to which that unstable note ismost strongly attracted (the attractor); (3) expectations are influencedby the stability of the closest stable pitch in the other direction (theopposing attractor); (4) such stabilities are better represented byLerdahl’s 1996 rather than by his 1988 values for pitch-space embed-ding; (5) magnetic pulls are better represented as inversely proportionalto distance rather than inversely proportional to the square of distance;and (6) gravity does not play a necessary role in understanding melodicexpectations.
 Lerdahl (2001, p. 191) makes the last of these hypotheses explicit:
 However, gravity appears to be dispensable: in the major scale,except for the leading tone, the strongest virtual attractions of non-chordal diatonic pitches are by stepwise descent anyway. If there isany downward tendency beyond what is accounted for by attrac-tions, it may reside in the fact that the most relaxed register forvocal production lies in a rather low range (though not at the bot-tom). That is, the cause may be more physical than cognitive.Besides, what is “down” to us may be “up” or “away” in anotherculture. The use of spatial metaphors is universal in talking aboutmusic, but spatial orientations are not. There is reason, then, to dropgravity as a musical force.
 There is an interesting alternative statement of this last hypothesis. If,as Lerdahl suggests, the relative stabilities of each of the tones in the tonalsystem results in a tendency for less stable tones to descend, then we mightask whether the tonal system itself has evolved (here the term “teleologi-cally” would be appropriate) so that its magnetic pulls imitate the effectsof physical gravity. (One could, of course, answer this question in theaffirmative and still find that gravity retains explanatory value as a sepa-rate musical force.) Note also that the use of Lerdahl’s 1996 values forpitch space embedding instead of his original 1988 values increases thesense in which those stability values tend to imitate the effects of gravity(because of the resultant downward attractions).
 Musical Forces and Melodic Expectations 465

Page 10
                        

The computer models and statistical analyses described in this articleallow us to test all of these hypotheses.
 The claim that musical forces shape melodic expectations is, of course,not new. Rothfarb (2001) describes the long history of the metaphors ofmotion and force in music discourse. Lerdahl (2001) also cites precedentsto our work on magnetism. Inertia has been discussed as “good continu-ation” (Meyer, 1956, 1973), is related to “process” in the implication-realization model (Narmour, 1990, 1992), and appears central to theexpectancy model of Jones (1981a, 1981b).1
 OPERATIONS ON ALPHABETS
 The summary statement above claims that musical forces “controloperations on alphabets.” Deutsch and Feroe (1981), drawing on thework of Simon and Sumner (1968), advance a model of music cognitionthat describes musical passages in terms of alphabets (e.g., the chromaticscale, the major scale, and specific chords) and operations (e.g., repetition,or motion to the next higher or lower member) that create motionsthrough those alphabets.
 Figure 1, taken from their article, shows a passage of music and arepresentation of how it might be encoded as the result of an operation
 Steve Larson466
 1. The claim that inertia controls melodic expectations may be regarded as a specialcase of
 F = wGG + wMM + wII
 in which weights for gravity (wG) and magnetism (wM) are equal to 0.
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 Fig. 1. Deutsch and Feroe (1981) describe passages in terms of alphabets and operations.
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(involving successorship in the chromatic scale) applied to a major-triad arpeggio (itself the result of an operation on the alphabet of thatchord).
 Although a complete specification of the theory might describe howalphabets may be built up and internally represented, the presentdescription simply assumes their internal representation and its com-puter implementation simply lists candidate alphabets and provides asimple set of rules for choosing appropriate alphabets in generatingcompletions.
 HIERARCHIES OF EMBELLISHMENT
 The summary statement of the theory given above claims that theseoperations on alphabets create “hierarchies of embellishment.” Deutschand Feroe note that the operations on alphabets they describe create hier-archical structures like those described by Schenker (1935/1979)—whatBharucha (1984b) calls “event hierarchies.” Although Schenker’s claimsabout relationships between distant pitches have proven controversial,some more recent authors have recast his ideas as claims about the per-ceptions of skilled listeners (Deutsch & Feroe, 1981; Larson, 1997b;Lerdahl & Jackendoff, 1983; Westergaard, 1975). Others report experi-ments that support these claims about perception (Dibben, 1994; Marvin& Brinkman, 1999).
 A Schenkerian analysis represents a hierarchy of embellishments(Larson, 1997b). Furthermore, the theory of musical forces claims that theway in which those embellishments are internally represented influencesthe way in which we expect melodies to be completed.
 A complete specification of the theory might describe how hierarchicalrepresentations of embellishment structure may be built up and internallyrepresented. However, the first computer model described here deals effec-tively only with short sequences of tones that may be thought of as repre-senting a single level of such a hierarchy. Although the second computermodel described here uses hierarchical descriptions to generate continua-tions, it does not create such hierarchical descriptions.
 THE STEPWISE DISPLACEMENT OF AURALIZED TRACES
 The general statement above claims that in these hierarchies of embel-lishment, “stepwise displacements of auralized traces create simple closedshapes.” To auralize means to hear sounds internally that are not physi-cally present. The term trace means the internal representation of a notethat is still melodically active. In a melodic step (meaning a half step or awhole step), the second note tends to displace the trace of the first, leav-ing one trace in musical memory; in a melodic leap (meaning a minor third
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Page 12
                        

or larger), the second note tends to support the trace of the first, leavingtwo traces in musical memory.2
 For the purposes of this article, I will not define “simple closedshapes.” I believe that a complete understanding of melodic expecta-tion requires that this term be defined and its ramifications explored.However, the points I will make in this article can rely on the sharedintuitions of this journal’s readers about the meaning of “simple closedshapes.”
 STEP COLLECTIONS
 Because of the importance of the step-leap distinction, a special groupof alphabets, called “step collections,” seems to play a central role inmusic cognition (Larson, 1992; Hurwitz & Larson, 1994). A “step collec-tion” is a group of notes that can be arranged in ascending pitch order tosatisfy the following two conditions: (1) every adjacent pair of notes is astep (that is, a half step or a whole step) apart; and (2) no nonadjacentpair of notes is a step apart. The second condition can be modified slight-ly to produce a third condition, true of all “proper” step collections; (3)no two pitches—nor any of their octave equivalents—that are not adja-cent in the list (except the first and last) are a step apart. The first condi-tion ensures that the collection can be heard as a complete filling in of amusical space (this follows from recognizing that melodic leaps tend toleave the “trace” of a note “hanging” in our musical memories). The sec-ond condition ensures that no note will be heard as redundant in the fill-ing of that space (this also reflects our desire to avoid confusion and thefact that either a whole step or half step can be heard as a step). The thirdcondition grants a role to octave equivalence, ensuring that adding octaveequivalents to a proper step collection can result in a proper step collec-tion. All proper step collections satisfy the condition of maximal evennessand coherence as described in recent publications on scale theory (e.g.,Balzano, 1980, 1982; Clough & Douthett, 1991; Clough & Myerson,1985; Cohn, 1996; Gamer, 1967), the “non-adjacent half-step hypothe-sis” tested by Pressing (1978), and the “semitone constraint” described byTymoczko (1997).
 Steve Larson468
 2. Bregman (1990) offers evidence concerning auditory streaming that supports thisstep/leap distinction. The “critical bandwidth” separates steps and leaps. Some theories oftonal music (see especially Bharucha, 1984a, on “melodic anchoring”) grant importantstatus to this distinction. For discussions of the step-leap distinction within the theory ofmusical forces, see Larson (1997b, 2002).
 Gjerdingen (1994) has explored how neural-net models of aural perception mayexplain how we hear discrete pitches as forming a single melody or a compound melody.However, the questions “How do these notes break into different groups?” and “How dothese notes displace the tensions represented by traces?,” while related, are not identicalquestions.
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Thus, step collections play a central role in the computer modelsdescribed here. Most of the reference alphabets are step collections, andthe programs encourage their selection as reference alphabets.
 THE THEORY AS A SET OF INSTRUCTIONS
 To give an idea of what a complete implementation of this theory mightlook like (and to suggest what a computer would have to do in order tomodel that theory), it may be restated as a set of instructions for produc-ing a completion from a cue. Here is such a set of instructions:
 1. Build up an internal representation of the cue (the “analysis”)that includes the key, the mode, the meter, and a hierarchicalrepresentation of the embellishment functions and rhythmicattributes of each note or group of notes and the traces theyleave. Evaluate the quality of that analysis in terms of its sim-plicity and order—a kind of confidence rating.
 2. For each appropriate level of that hierarchy, determine thealphabet within which motion might continue (the “referencealphabet”) and allow more basic levels of structure to deter-mine the alphabet of pitches that will serve as potential goalsof that motion (the “goal alphabet”).
 3. List inertia predictions by continuing successorship motionwithin the reference alphabet until a member of the goalalphabet is reached. Preserve musical patterns in inertia pre-dictions by applying the same embellishment structures atanalogous levels of structure. Consider alternative descriptionsof structure wherever these may facilitate the creation of anal-ogous structures.
 4. For gravity predictions, allow pitches that are described as“above stable reference points” to descend within their refer-ence alphabet until that reference point or a member of thegoal alphabet is reached.
 5. For magnetism predictions, move through the reference alpha-bet to the closest member of the goal alphabet.
 6. Evaluate potential completions according to the degree thatthey give in to the musical forces (their “rating”) and enterthem into a lottery in which their chance of being chosen is areflection of their rating, the confidence rating of the currentanalysis, and other factors affecting the urgency of choosing acompletion.
 Although I have numbered these instructions, we should consider them as takingplace in parallel, and influencing one another, until a potential completion is chosen.
 Musical Forces and Melodic Expectations 469
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This set of instructions resembles computer models of analogous cogni-tive tasks (pattern finding, sequence extrapolation, and analogy making)created at the Center for Research on Concepts and Cognition (Hofstad-ter et al., 1995). The success and sophistication of those programs sug-gests that a complete implementation of this set of instructions, though avery complex task, is possible and will most likely be quite informativeabout music cognition.
 However, for our present purposes, two much simpler computer mod-els will suffice. They model limited but important aspects of this instruc-tion set, and their success in producing entire completions providesstrong support for the theory. This article will not explicate every detailof the complete instruction set just given, but it will explain all theassumptions that are implemented in the computer programs describednext.
 A Single-Level Computer Model
 Some aspects of this theory have been implemented in what I will calla “single-level” computer model (elsewhere, I have called this model“Next Generation”). The model is a simple one—every aspect of themodel is described in the following pages—no additional assumptions ormechanisms are “hidden” in the code. This model, when given a cue in aspecified key, returns a rated list of completions. For example, if we ask itto assume the key of C and give it the beginning G–A, it predicts thatroughly half of participants will respond with G–A–G (giving in to gravi-ty and magnetism), that roughly half will respond with G–A–B–C (givingin to inertia), and that none will respond with anything else. To calculatethe ratings that it gives to each completion it generates, it uses the algo-rithm given above (Larson, 1993a), with a separate factor added for thestability of the final note.
 To make its predictions, the single-level model first chooses a pair (orpairs) of reference and goal alphabets from the list in Figure 2. To do so,it follows three simple rules: (1) diatonic cues may not use chromaticalphabets, (2) reference alphabets must include the last pitch of the cue,and (3) goal alphabets must not include the last pitch of the cue (an excep-tion is noted below for unrated inertia predictions). Combinations otherthan those listed in Figure 2 are possible, and the responses of some exper-imental participants suggest expectations that can be described in terms ofother combinations, but this simple set is well-defined and accounts wellfor the experimental results we will examine. (One simplification is thatfor every reference alphabet in Figure 2, there is only one goal alphabet,and that every goal alphabet in Figure 2 is the largest of the alphabets inFigure 2 that is a proper subset of its reference alphabet.)
 Steve Larson470
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To illustrate the choice of reference and goal alphabets, consider thecase of the melodic beginning G–A–?. According to the first rule, none ofthe chromatic alphabets (not choices a, nor e–n, in Figure 2) may be cho-sen as reference alphabets (because the cue contains no chromaticism);this leaves the combinations in Figure 2b–2d. According to the secondrule, the triad and the frame (choices c and d) are eliminated as referencealphabets (they do not contain A, the last note of the cue); together withthe first rule, this leaves only the combination shown in Figure 2b.According to the third rule, all of the combinations whose goal alphabetsinclude A (choices a, i–k, and m–n in Figure 2) are eliminated (becausethis would suggest that the goal is already reached, hence no notes needbe added); this still allows the combination shown in Figure 2b.
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 Fig. 2. Reference and goal combinations in the single-level model.
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Once the combination of reference and goal alphabets is chosen, thesingle-level model makes its predictions by moving within the referencealphabet until it arrives at a member of the goal alphabet. The directionof motion is determined by the musical forces.
 Figure 3 illustrates the resultant magnetism prediction for the beginningG–A–?. In Step 1, the reference and goal alphabets are chosen. In Step 2,the distances to the closest stable pitches, both up and down, are calculat-ed (the “stable pitches” are simply the notes contained in the goal alpha-bet). For G–A–?, the closest stable pitches are G (2 semitones from A) andC (3 semitones from A). In Step 3, the computer chooses motion to G(because it is closer than C) and moves through the reference alphabet tothat G. The result is that the computer has turned the cue G–A–? into thecompletion G–A–G.
 Steve Larson472
 Step 1: The goal and reference alphabets are chosen.
 reference alphabet(scale) ----->C D E F G A B C
 goal alphabet (chord)C E G C
 Step 2: The distances to the closest stable pitches are calculated (in half steps).
 reference alphabet(scale) <--2- ---3--->C D E F G A B C
 goal alphabet (chord)C E G C
 Step 3: The prediction is for motion (through the reference alphabet) to the closest sta-ble pitch (G).
 reference alphabet(scale) <-----C D E F G A B C
 goal alphabet (chord)C E G C
 Resultant prediction: G–A–G.
 Fig. 3. A magnetism prediction for G–A–?.
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Figure 4 illustrates the resultant inertia prediction for the same begin-ning. In Step 1, the reference and goal alphabets are chosen. Because thelast two notes of the cue are adjacent in the reference alphabet, there is apattern of motion (ascending through the reference alphabet) that can becontinued. In Step 2, that pattern of motion is continued. G–A–?, has nowbecome G–A–B–?. Because the B is unstable (i.e., it is not contained in thegoal alphabet), we go on to Step 3, where the motion is continued furtherto C. Because the C is stable (i.e., it is contained in the goal alphabet), thecomputer stops. The result is that the computer has turned the cue G–A–?into the completion G–A–B–C.
 Because the goal alphabet is always a subset of the reference alphabet,the computer always knows when to stop. Although Narmour’s implica-
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 Fig. 4. An inertia prediction for G–A–?.
 Step 1: The goal and reference alphabets are chosen.
 reference alphabet(scale) ----->C D E F G A B C
 goal alphabet (chord)C E G C
 Step 2: Motion is continued in the same direction within the reference level, first to B(which is unstable).
 reference alphabet(scale) ----->C D E F G A B C
 goal alphabet (chord)C E G C
 Step 3: Since B is also unstable, motion is again continued in the same direction withinthe reference alphabet, now to C (which is stable).
 reference alphabet(scale) -->C D E F G A B C
 goal alphabet (chord)C E G C
 Resultant prediction: G–A–B–C.
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tion-realization model does not clearly specify how long a continuationmight go on, the computer model always does.
 In the single-level model, inertia is represented only when the last twonotes of the cue are adjacent in the reference alphabet (so that the patternis “motion by adjacency within the reference alphabet” and inertia canthus continue “in the same fashion”).
 The idea of traces is implemented in one feature of the program. In sit-uations where the unstable second-to-last note of a cue leaps to a morestable pitch, the computer assumes that the leap has left the unstable note“hanging.” It thus generates a continuation from that note rather thanfrom the second note.
 The contextual quality of musical gravity is implemented in anotherfeature of the program. If a melody descends only a half step below a sta-ble base (imitating the physical motion that we make when we crouch)—so that we experience no natural lower position for gravity to take us to—the computer will not attempt to give in to gravity.
 As reported elsewhere (Larson, 1994b), disabling these features weak-ens the performance of the computer model; enabling them makes theprogram agree better with participants’ responses.
 Some inertia predictions are not assigned ratings by the algorithm. Forthe beginning F–E–?, the single-level model uses the tonic triad as referencealphabet and the tonic-dominant frame as goal alphabet (as noted earlier,goal alphabets must not include the last pitch of the cue, and the goalalphabet must be the largest one contained in the reference alphabet). Theresult is the continuations F–E–G and F–E–C, which give in to magnetismand gravity, respectively. It thus rates these two continuations accordingly(computing the differences in magnetic pulls from E to G above and E toC below). However—like physical inertia—musical inertia does notdepend on stability. Thus, for the beginning F–E–?, if it is heard as a step-wise descent through the reference alphabet of the major scale, inertia pre-dicts the continuation F–E–D–C. The single-level model will produce suchinertial completions, but it is not clear what distances should be used in thealgorithm for computing their magnetic pulls; thus the comparison of rat-ings for these continuations could seem arbitrary. In what follows, suchinertial completions are suppressed whenever ratings are compared.
 The single-level model can also make “recursive” predictions. For themelodic beginning, E–F–?, it predicts E–F–G and E–F–E. It can then takeone of these predictions, say E–F–E, and then reinterpret it as the newbeginning E–F–E–?. It thus adds the predictions E–F–E–C, E–F–E–G, andE–F–E–D–C. Again, because more than one rating could be assigned,comparing ratings seems arbitrary. Such recursive predictions are alsosuppressed when ratings are compared.
 Steve Larson474

Page 19
                        

Two additional examples, shown in Table 1, illustrate the operation ofthe single-level model.
 Consider the cue C–C�–?. Because the cue ends with a C�, the refer-ence alphabet must include that note. (Of course, the same note mayalso be spelled D�—the computer, like the human listener, may hear thatnote either way. Here, I will spell such notes according to music-theoret-ical conventions, that is, contextually.) This allows the reference andgoal combinations given in Figures 2a, h, j, and k. For the combinationin Figure 2a, the gravity prediction is C–D�–C (going down in the refer-ence alphabet until we hit a member of the goal alphabet). For the com-bination in Figure 2a, there are either two magnetism predictions or nomagnetism predictions (the closest stable pitches, C and D, are equidis-tant from C�). For the combinations in Figures 2a and h, the last twonotes of the cue are adjacent in their alphabets, so they lead to inertialpredictions (of C–C�–D and C–D�–E�, respectively). The reference andgoal combinations in Figures 2j and k do not allow an inertial predic-tion. For the combination in Figure 2h, the gravity and the magnetismpredictions are the same: C–D�–C (because one hits C by going downwith gravity or by going to the closest stable pitch). For the combina-tions in Figures 2j and k, the magnetism predictions are C–C�–D. For thereasons mentioned earlier, the combinations in Figures 2j and k do notproduce gravity predictions (because these would take us below the“ground” of C).
 Consider the cue D–G–? As noted earlier, when the second-to-last noteof the cue leaps to a more-stable pitch, the single-level model computes thecontinuation from that note. The only available combination in Figure 2that includes D in its reference alphabet but not in its goal alphabet isFigure 2b. Because the cue is a single note, there is no inertia prediction.Because the closest stable pitches, E and C, are equidistant from D, there
 Musical Forces and Melodic Expectations 475
 TABLE 1Two Additional Examples Illustrate the Single-Level Model
 Reference andGoal Combination
 Cue (see Figure 2) Gravity Magnetism Inertia
 C–C�–? (a) Chromatic C–D�–C Both C–D�–C C–C�–Dand C–C�–D,or neither
 (h) Phrygian C–D�–C C–D�–C C–D�–E�(j) V/ii NA C–C�–D NA(k) viio7/ii NA C–C�–D NA
 D–G–? (b) major D–G–C Both D–G–C NAand D–G–E,or neither
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are either two magnetism predictions (D–G–C and D–G–E) or no magnet-ism prediction. The gravity prediction is D–G–C.
 A Multilevel Computer Model
 Further aspects of this theory have been implemented in what I will calla “multilevel” computer model (elsewhere, I have called this model“Voyager”). When given a melodic beginning and a Schenkerian analysisof that beginning, this second model returns a list of possible completions.Although the single-level model deals better with short beginnings thanwith longer ones, the multilevel model appears to respond effectively tomelodic beginnings of any length.
 To make its predictions, the multilevel model takes the top (most basic)level of the analysis it has been given and calls on the single-level modelto produce a completion at that level. It then fills in that “skeleton” bychoosing notes (at levels closer to the “surface” of the melodic beginning)that give in to inertia.
 Figures 5 and 6 illustrate the operation of the multilevel model. Giventhe melodic beginning E–D–C–D in the key of C (Figure 5a), the single-level model can give in to gravity by moving down to C (Figure 5b) or itcan give in to inertia by continuing to move stepwise up the C major scaleto E (Figure 5c). However, if one hears this melodic beginning in triplemeter (as suggested by the notation of Figure 5d), then the continuationin Figure 5e seems natural.
 This is the continuation that the multilevel model produces when giventhe analysis shown in Figures 6a–c. Each level of such an analysis showshow its structural notes (stemmed) are embellished with affixes
 Steve Larson476
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(unstemmed notes connected by slur to the note they embellish) or withconnectives (unstemmed notes contained within slurs between the notesthey connect). Notes that are unstemmed on one level do not appear onthe next, more-abstract level. Figure 6c gives the melodic beginningalready given in Figure 5a, but it also identifies the D as a connective (apassing tone). Figure 6b indicates that the C embellishes the E (as a suffixlower third). Figures 6d–f show how the model turns this analysis into aprediction. First, it adds to Figure 6a a note that continues the pacing ofthat level—and (by calling on the single-level model) it chooses C (gravi-ty and inertia both point to C). This C is shown at the end of Figure 6d,and its presence there requires its appearance in the same location inFigures 6e and f. Second, it tries to give in to inertia by finding a suffixlower third for the D at the end of Figure 6b to answer the C before it—and the only candidate is the B shown in Figure 6e. Third, it tries to givein to inertia at the lower level too by finding a passing tone to answer thefirst D in Figure 6c—and the only candidate is the second C shown inFigure 6f. The result, Figure 6g, is the one we already listed in Figure 5e.
 Further examples show that different analyses of the same beginning maylead to different completions. This reflects our intuition (and the results ofsome experiments, e.g., Kidd, 1984; Larson, 1997a) that hearing a passage ina different key or different meter will lead us to expect a different completion.
 Figure 7a gives another melodic beginning. If given this beginning inthe key of C, the single-level model produces the inertial and recursive
 Musical Forces and Melodic Expectations 477
 Fig. 6. The multilevel model’s prediction for E–D–C–D–? depends on analysis.
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predictions shown in Figures 7b and c. If represented in the key of F, itproduces the prediction shown in Figure 7d. However, if the multilevelmodel is given the analysis in Figures 7e and f (i.e., if it is told that thisbeginning is in duple meter without a pickup note), then it produces theresult given in Figure 7g. This is because, at the top level, gravity (neithermagnetism nor inertia apply here) leads the G to F, and because, at thenext level, inertia answers the prefix step to G with a prefix step to F (ofcourse, that prefix step could be G or E, but the model also avoids addingrepeated notes to melodic beginnings that do not have repeated notes inthem, so it chooses the E). If the multilevel model is given the analysisshown in Figures 7h and i (same meter now, but a different key) it willproduce the results given in Figures 7j–l. This is because the last note canbe an upper C, giving in to inertia and magnetism, or a lower C, givingin to gravity and because, when asked to find a step, it will seek a lower
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or an upper step (if the analysis specifies that the A is an upper step, thenthe multilevel model will produce only the completions shown in Figures7j and l).
 The same melodic beginning was used in a recent experiment (Larson,1997a). Participants were given the melodic beginning C–A–G–?, but noclues about meter or key. The responses they sang most often are given inFigure 8. Notice that this list is almost identical to the list of computer-generated responses in Figure 7.
 Experimental Evidence
 The output of these computer programs also agrees with the results ofa number of other experiments in ways that suggest that these programsmay capture some important aspects of the expectations of experiencedlisteners of tonal music.
 In what follows, I compare the behavior of these computer models withthe behavior of participants in experiments that involve responses to one-note cues (Povel, 1996) and responses to two- and three-note cues (Lake,1987; Larson, 1996, 1997a).
 Although the multilevel model is a more complete implementation ofthe theory, it introduces complexities that prohibit the kind of straightfor-ward quantification that allows the single-level model to give ratings to itscompletions. The following comparisons respect these differences betweenthe models.
 Musical Forces and Melodic Expectations 479
 Fig. 8. Subject responses to C–A–G–? (Larson, 1997a).
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SINGLE-NOTE CUES WITH SINGLE-NOTE RESPONSES (POVEL, 1996)
 Povel (1996) established a major-key context, gave a single-note cue,and then asked participants to produce one added note by finding theexpected note on the synthesizer. Povel separated his participants intothree categories: the “tonal group” (whose responses to nontonic cues areshown in Table 2); the “fourth group” (whose responses tended to lie afourth or fifth from the cue, regardless of its tonal context); and the “ran-dom group” (whose responses did not show a stable strategy).
 In Table 2, the column on the left gives the cue, and the row at the toplists the response given by Povel’s participants. Each cell gives the propor-tion of participants in Povel’s “tonal group” that responded with the con-tinuation listed. Povel omits values below 5% (thus, the sum of each rowis 100%, minus the percentage of responses to any cues that were below5%). This table also omits the tonic as cue (the computer responds to asingle tonic with its equivalent of “Sounds fine by itself, why should I addanything?”). The table does not distinguish between ascending anddescending melodies.
 Single-tone cues tend to elicit single-note responses from the single-levelmodel, too. Table 3 shows all 20 of the computer model’s single-noteresponses to the 11 nontonic single-note cues. The computer model gen-erates only three longer responses to these one-note cues (for one of thecues, the computer model generates one completion of more than onenote; and for one other cue, it generates two completions of more thanone note).
 The striking agreement between the single-level model’s predictions andPovel’s participants’ responses is summarized in Table 4. Out of 121 pos-sible single-note responses, the single-level model produces only 20. All
 Steve Larson480
 TABLE 2The “Tonal Group” in Povel’s (1996) Experiment, Nontonic Cues,
 With C As TonicTo
 From C C�/D� D D�/E� E F F�/G� G G�/A� A A�/B� B
 C�/D� .69 .06 .07 0 0 0 0 0 0 .05 0 0D .48 0 0 0 .40 0 0 0 0 0 0 0D�/E� .51 0 0 0 .32 0 0 0 0 0 0 0E .81 0 0 0 0 0 0 .11 0 0 0 0F .15 0 0 0 .65 .09 0 0 0 0 0 0F�/G� .11 0 0 0 .07 0 0 .81 0 0 0 0G .76 0 0 0 .13 .05 0 0 0 0 0 0G�/A� .09 0 0 0 .07 0 0 .61 .05 .08 0 0A .28 0 .07 0 0 .07 0 .52 0 0 0 0A�/B� .24 0 0 0 0 0 0 .13 0 .39 0 .07B .95 0 0 0 0 0 0 0 0 0 0 0
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but 2 of these 20 single-note responses are included in Povel’s “tonalgroup.” Povel’s “tonal group” includes 15 responses not produced by thecomputer model, but many of those responses ended by simply adding atonic (C) or by repeating the cue—and the remainder of those not pro-duced by the computer model were among those sung by the smallestnumber of participants.
 Lerdahl uses his algorithm to describe the attraction of any pitch to anyother pitch (regardless of whether or not the pitches are adjacent in a rel-evant alphabet, and regardless of which pitch is more stable). Table 5gives the values generated by Lerdahl’s formula for “melodic attraction.”
 The values in Table 5 rely on Lerdahl’s conjecture that “It may turn outto be more accurate just to take attractional values as correlating directlywith degrees of expected continuation” (Lerdahl, 2001, p. 170). In otherwords, the values in Table 5 are calculated by multiplying the ratio of thestabilities of both notes by the inverse square of the semitone distancebetween them; opposing attractors are ignored. (Ignoring opposing attrac-tors has an additional practical advantage here. It is not always clear for
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 TABLE 3The Single-Level Model’s Single-Note Responses to Single-Note Cues
 To
 From C C�/D� D D�/E� E F F�/G� G G�/A� A A�/B� B
 C�/D� 1 0 1 0 0 0 0 0 0 0 0 0D 1 0 0 0 1 0 0 0 0 0 0 0D�/E� 1 0 1 0 1 0 0 0 0 0 0 0E 1 0 0 0 0 0 0 1 0 0 0 0F 0 0 0 0 1 0 0 0 0 0 0 0F�/G� 0 0 0 0 0 1 0 1 0 0 0 0G 1 0 0 0 0 0 0 0 0 0 0 0G�/A� 0 0 0 0 0 0 0 1 0 1 0 0A 0 0 0 0 0 0 0 1 0 0 0 0A�/B� 1 0 0 0 0 0 0 0 0 1 0 1B 1 0 0 0 0 0 0 0 0 0 0 0
 TABLE 4Agreements Between Povel’s Subjects’ One-Note Responses to All One-Note Cues and the Single-Level Model’s One-Note Predictions for the
 Same Cues, With C As TonicNumber of Those Responses Number of Those Responses
 Produced by the Not Produced by theSingle-Level Model Single-Level Model Total
 Responses produced by≥5% of Povel’s participants
 Responses produced by<5% of Povel’s participants
 Total
 18 15 33
 2 86 88
 20 101 121NOTE—df = 1, χ2 = 47.53, p < .0001.
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every cell in Table 5 which note should be considered to be the opposingattractor.) The diagonal is left blank because the algorithm does not pro-duce values for the attraction of a note to itself. The remaining values cor-relate positively with those given in Table 2 (r = .569, N = 121, p < .001).
 The multiple-regression analysis reported in Table 6 assesses the con-tributions of each of the factors in Lerdahl’s 1996 algorithm. The threefactors that go into Lerdahl’s algorithm are the inverse stability of thecue, the stability of the response, and the distance between the cue andthe response. Table 6 lists these factors in three different models. The firstand third models use Lerdahl’s 1988 values for stability. The second
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 TABLE 5Lerdahl (2001) Uses His Melodic Attraction Algorithm to Describe the
 Magnetic Pull of Any Pitch to Any Other PitchTo
 From C C�/D� D D�/E� E F F�/G� G G�/A� A A�/B� B
 C�/D� 4.00 2.00 0.25 0.33 0.13 0.04 0.08 0.04 0.13 0.11 0.50D 0.50 0.50 0.50 0.38 0.11 0.03 0.06 0.01 0.04 0.03 0.11D�/E� 0.44 0.25 2.00 3.00 0.50 0.11 0.19 0.04 0.06 0.04 0.13E 0.08 0.04 0.17 0.33 0.67 0.08 0.11 0.02 0.03 0.01 0.03F 0.08 0.03 0.11 0.13 1.50 0.50 0.38 0.06 0.06 0.02 0.03F�/G� 0.11 0.04 0.13 0.11 0.75 2.00 3.00 0.25 0.22 0.06 0.08G 0.05 0.01 0.03 0.02 0.11 0.17 0.33 0.33 0.17 0.04 0.04G�/A� 0.25 0.04 0.06 0.04 0.19 0.22 0.25 3.00 2.00 0.25 0.22A 0.22 0.03 0.04 0.01 0.06 0.06 0.06 0.38 0.50 0.50 0.25A�/B� 1.00 0.11 0.13 0.04 0.08 0.08 0.06 0.33 0.25 2.00 2.00B 2.00 0.13 0.11 0.03 0.06 0.03 0.02 0.09 0.06 0.25 0.50
 NOTE—Regardless of whether or not the pitches are adjacent in a relevant alphabet, and regard-less of which pitch is more stable.
 TABLE 6Summary of Multiple Regression Analysis for Factors In Lerdahl’s(2001) Melodic Attraction Algorithm Predicting Distribution of
 Responses in Povel’s "Tonal Group"Using 1988 Values Using 1996 Values Using 1988 Valuesfor Stability and for Stability and for Stability and
 Inverse Square for Inverse Square for Simple Inverse forDistance Distance Distance
 Summary of multipleregression
 Stability of response
 Inverse stability ofcue
 Inverse square of distance between cueand response
 R = .732p < .001N = 121w = .659p < .001w = -.052p = .415w = .311 p < .001
 R = .706p < .001N = 121w = .631p < .001w = -.054p = .416w = .312p < .001
 R = .730p < .001N = 121w = .658p < .001w = -.052p = .416w = .308p < .001
 NOTE—Weights given as w are standardized coefficients.
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TABLE 7Summary of Multiple Regression Analysis for Gravity and Magnetism in
 Predicting Distribution of Responses in Povel’s "Tonal Group"
 model uses his 1996 values. The first and second models use the inversesquare of the semitones between the cue and the response for that dis-tance (as in Larson, 1993a and Lerdahl, 1996). The third model substi-tutes the inverse (instead of the inverse square) of the distance (as inBharucha, 1996).
 All three models show that two factors contribute significantly toaccount for these data: the stability of the response and the distancebetween cue and response. However, at least for Povel’s data, the inversestability of the cue does not help explain the result. Nor does the use ofLerdahl’s 1996 values for stability improve the ability of the model toaccount for the data. Furthermore, substituting the simple inverse of thedistance instead of the inverse square does not give a better result.
 However, the theory proposed here goes beyond these algorithms for theinteraction of musical forces. It also claims that melodic completions are cre-ated by operations on alphabets. Table 3, which listed the single-level model’sforce-driven operations on alphabets, makes a large number of “correctrejections” (the 86 cue-and-response combinations for which Tables 2 and 3both give the value 0). This helps to explain the strong correlation betweenthe values given in Tables 2 and 3 (r = .773, N = 121, p < .001).
 The multiple-regression analysis reported in Table 7 further assesses thecontributions of individual factors. The factors listed include musicalgravity (scored 1 if the response is a gravity prediction, 0 if it is not), musi-cal magnetism (scored 1 if the response is a magnetism prediction, 0 if itis not), and the stability of the response (using Lerdahl’s 1988, rather thanhis 1996, values for depth of pitch-space embedding).
 All the factors in Table 7—gravity, magnetism, and response-tone sta-bility—contribute significantly to account for the data.
 It would be interesting to test Narmour’s implication-realization modelon these data, too, but Narmour’s model requires an implicative interval(two notes) and Povel’s cues are only one note. Thus Narmour’s modelcannot be tested on Povel’s data.
 Musical Forces and Melodic Expectations 483
 R = .859p < .001N = 121w = .327p < .001w = .322p < .001w = .425p < .001
 Summary of multiple regression
 Stability of response
 Gravity
 Magnetism
 NOTE—Weights given as w are standardized coefficients.
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To summarize, the single-level computer model comes close to predict-ing all and only the responses of Povel’s participants. Furthermore, analgorithm that combines response-tone stability, gravity, and magnetism(inertia does not arise in these single-note cues) gives higher ratings to pat-terns that participants sing more often. The fact that these data can bemodeled well by an interaction of constantly acting but contextuallydetermined musical forces gives support to the idea that we experiencemusical motions metaphorically in terms of our experience of physicalmotions.
 TWO-NOTE CUES WITH RESPONSES OF VARIED LENGTH (LAKE, 1987)
 In his dissertation study, Lake (1987) asked music students at theUniversity of Michigan to sing melodic continuations of two-note cues.First he established a major-key context by playing a tonic major chordand scale for them. He then played a two-note cue. Finally, he asked thestudents to sing that two-note beginning, “adding another tone or tonesof your own choosing” (Lake, 1987, p. 31).
 Lake’s cues include all two-note combinations in which the first tone isdiatonic to the key. Excluding cues that end on the tonic would give us 70cues (7 diatonic first notes times the 10 chromatic pitches that exclude thetonic and the first note equals 70 two-note cues). However, perhapsbecause of the tone used for the cues (piano doubled in four octaves), forfive of the cues, some the participants interpreted the cues as going upwhile the others interpreted them as going down. The result is a list of 75different cues. Stating response frequency as a percentage of total respons-es to a given cue allows appropriate comparisons. Because each participantresponded twice to each cue, 19 participants produced 2660 responses.3
 To explore the shared intuitions of these participants, we consider onlythose responses that match note-for-note more than one other response tothe same cue. The result is 1084 responses from 19 participants (41% ofall the responses). These 1084 responses include 171 different responses,so each was sung an average of 6.34 times. This level of note-for-noteagreement between participants suggests that these data are a reliableindication of shared musical intuitions about melodic expectations.
 Table 8 summarizes the striking agreement between the single-levelcomputer model’s predictions and these data. The computer correctly pre-dicts 129 (75%) of these 171 different responses, accounting for 934(86%) of 1084 total responses. Furthermore, the responses predicted by
 Steve Larson484
 3. Lake began with 22 participants. Two were unable to sing back the cues accuratelyin their responses, so were excluded. Lake (private communication) urges the eliminationof a third participant whose responses seem not to reflect the task. The method used herewould eliminate most of this third participant’s responses anyway, because they rarelymatch more than one other response note-for-note. This leaves 19 participants.
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the computer are popular ones (they were sung an average of 7.24 timesby these participants). The responses not predicted by the computer areless popular (they were sung an average of 3.57 times; and since we con-sider only those responses that match more than one other response, thisis barely above the theoretical minimum of 3 times).
 To further appreciate the level of agreement involved, it helps todescribe “correct rejections.” There are responses that are produced nei-ther (a) by experimental participants nor (b) by the single-level model. Wemay regard these as responses that the computer model correctly predictsno one will sing. They are, however, responses to which both Lerdahl’sand Narmour’s theories give positive ratings.
 Lake’s participants added one note (roughly three fifths of the time),two notes (roughly one fifth of the time), or three notes (roughly one fifthof the time). Their responses usually (but not always) stay within a fifthof the last note of their beginning. For these 75 cues, there are 205,800unique responses that meet these criteria. Even if we limit ourselves to dia-tonic responses within a fifth above and below the last note of a beginning(limits that Lake’s participants did not adhere to), we still have 38,400unique responses. These results are summarized in Table 9.
 Furthermore, a closer look at some of the “misses” shown in Table 8suggests that the theory proposed here also accounts for several of thoseresponses, too.4 For example, some of the responses may be regarded as
 Musical Forces and Melodic Expectations 485
 TABLE 8The Single-Level Model Predictions Compared to Lake’s Participants’
 ResponsesNumber of Average
 Number of Different Number of Responses Responses Times Sung
 AllParticipants’ responses that exactly match 1084 171 6.34
 more than one other responseHits
 Responses produced by the single-level model 789 98 8.05(with unrated inertia predictions and recursivepredictions suppressed)
 Additional responses produced as unrated inertia 145 31 4.68predictions or as recursive predictions
 Total hits of these types 934 129 7.24Misses
 Responses not produced by the single-level model 150 42 3.57Responses produced by the single-level model but 45 45 0
 not produced by Lake’s participantsTotal misses 195 87
 NOTE—Including only those responses that exactly match more than one other response.
 4. Readers who wish to examine the data themselves in more detail may get those databy e-mailing me at [email protected].
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inertia predictions within alphabets not included as reference alphabets inthe single-level model: for the descending cue C–A–?, the response C–A–Fwould be the inertial prediction if it included the subdominant chord as areference alphabet; and for the ascending cue D–F�–?, the responseD–F�–A would be the inertial prediction if it included V/V as a referencealphabet.
 Other responses show the need for hierarchical descriptions of embel-lishment structure—and the multilevel model predicts their completionwell. Consider the cues E–C�–? and C–A�—? and the respective “misses”E–C�–D–B–C and C–A�–G–B–C. If the cue E–C�–? is given to the single-level model, one result is E–C�–D. If that C� is then represented as a suf-fix lower third, then the multilevel model will produce the continuationE–C�–D–B–C. If the cue C–A�—? is given to the single-level model, theresult is C–A�–G. If that A� is then represented as a prefix half-step, thenthe multilevel model will produce the continuation C–A�–G–B–C.
 AN ARTIFICIAL-INTELLIGENCE APPRAISAL
 Within the field of artificial intelligence, it is often suggested that thebest test of a computer model is to enter it in a kind of contest where itcompetes against human participants. The “Turing Test” (which is sup-posed to test machine “intelligence”) and computer chess tournaments(which are supposed to assess machine skill at chess) may be the best-known examples of such contests. In the Turing Test, a human judge atone terminal sends questions to both a human at another terminal and toa computer. Responses from both appear on the judge’s screen. The objectis for the human judge to determine which responses come from the com-puter program and which come from another human. If the human judgecannot make that determination, then the computer is deemed intelligent.No computer has passed the Turing Test yet. However, the computer chessprogram “Deep Blue” recently beat top-rated Garry Kasparov in a chesstournament.
 Steve Larson486
 TABLE 9Exact Matches Between Lake’s Participants’ Responses and Those of the
 Single-Level Model for All Possible Five-Note ResponsesProduced Adding Selected Not Produced
 by the Recursive and Unrated by theSingle-Level Model Inertia Predictions Single-Level Model Total
 Sung by Lake’s 98 129 42 171subjects
 Not sung by 45 45 205,584 205,629Lake’s subjects
 Total 143 174 205,626 205,800
 NOTE—Within the fifth above or octave below the final note of each beginning.

Page 31
                        

By analogy, we ask what would happen if the single-level computermodel were one of the participants in Lake’s experiment—and we regardthat experiment as a contest. As with the Turing Test, we regard the com-puter as successful the more it agrees with the human participants. Thuseach participant (the computer program included) gets a score based onhow often its responses agree—note for note—with those of other partic-ipants. The winner is the participant that gets the highest score.
 To do this, we allow the rating that the single-level computer modelassigns to each prediction to determine the frequency with which it pro-duces that response. We then let it produce two responses to each cue (asdid Lake’s participants). Finally, we can ask how often it agrees note-for-note with Lake’s other participants. The answer is that the single-levelmodel can produce a set of responses that creates as many as 710 note-for-note matches with Lake’s participants. When it does, the average num-ber of such note-for-note matches for each of Lake’s participants is 294and the highest is 619. In other words, the computer model can match theexperimental participants note-for-note as often as any one of the partic-ipants does.5 The results are shown in Figure 9.
 Musical Forces and Melodic Expectations 487
 5. In order to choose among responses with probabilities that depend on ratings, thesingle-level model must call on a random number generator. The result is that each timethe program is run, different choices may be made. In this sense, its behavior resemblesthat of the experimental participants, who sometimes give different responses to the samecues. I have run this “contest” many times, and, while the computer scored differently ondifferent runs, it always came in first or second place.
 Fig. 9. The single-level model can produce a set of responses that exactly matches theentire responses of Lake’s (1987) participants as often as do the responses of any one ofthose participants.
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To summarize, the single-level computer model predicts most of theresponses of Lake’s participants and predicts few responses not producedby those participants. Furthermore, an algorithm that combines gravity,magnetism, inertia, and stability gives higher ratings to patterns that par-ticipants sing more often. The fact that this model can exactly match theresponses of participants in Lake’s study as often as do those of any of theparticipants in that study gives strong support to the idea that we experi-ence musical motions metaphorically in terms of our experience of physi-cal motions.
 USING LAKE’S (1987) DATA TO COMPARE THE IMPLICATION-REALIZATION
 MODEL WITH THE THEORY OF MUSICAL FORCES
 In a recent article, Krumhansl (1995) compared the predictions of thebottom-up component of Narmour’s (1990) implication-realization modelwith the judgments given to selected melodic continuations by her exper-imental participants. Her approach allows us to compare Narmour’smodel, as well as the theory proposed here, to the results of Lake’s exper-iment.
 To test Narmour’s model, Krumhansl identified and quantified the fiveprinciples listed in Table 10. According to the implication-realization
 Steve Larson488
 TABLE 10Five Principles of Melodic Expectancy Underlying the Bottom-Up
 Component of the Implication-Realization ModelRegistral DirectionSmall implicative intervals imply realized intervals in the same direction.Large implicative intervals imply realized intervals in a different direction.
 Intervallic DifferenceSmall implicative intervals imply realized intervals that are similar in size.a
 Large implicative intervals imply realized intervals that are smaller.b
 Registral ReturnThe interval formed by the first tone of the implicative interval and the second tone of the realized
 interval is no greater than a major second.
 ProximityIndependent of the size and direction of the implicative interval, implied realized intervals are no
 larger than a perfect fourth.
 ClosureClosure is strongest when (1) the implicative interval is large and the realized interval is smallerb
 and (2) registral directions of implicative and realized intervals are different.
 NOTE—From Krumhansl (1995).aWithin a minor third, if registral direction of implicative and realized intervals is the same;
 within a major second, if registral direction is different.bSmaller by more than a minor third, if registral direction is the same; smaller by more than a
 major second, if registral direction is different.
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model, the two-note beginnings (the notes x and y) used in Lake’s exper-iment form the “implicative interval.” When followed by a third note (z,the first response tone), the second and third notes form the “realizedinterval.” According to the quantification that Krumhansl devised, everyrealized interval earns five scores, one for each of the principles listed inTable 10. (The scores for registral direction, intervallic difference, andregistral return are “all or nothing” scores: if the realized interval followsthe principle, it earns a score of 1; otherwise it earns a 0. The scores forproximity and closure earn “graded” scores: the score for proximityvaries from 0 to 6; and the score for closure can be 0, 1, or 2.)
 To Narmour’s five principles, Krumhansl added two, which she called“unison” and “tonality.” If the realized interval is a unison, it scores a 1for that principle; otherwise it earns a zero (regardless of the implicativeinterval). For her experiment on tonal melodies (using excerpts fromBritish folk songs), the tonality score is the position of the second tone ofthe realized interval (z, the first added note) in her tonal hierarchy (andthus varies from 1 to 7). Thus, Krumhansl’s “tonality” is equivalent towhat is called “stability” in this article.
 Krumhansl then used the technique of multiple regression to assess howwell the judgments made by her participants could be explained as aweighted sum of these seven scores. The results for her experiment on tonalmelodies (using excerpts from British folk songs) are given in Table 11.
 The coefficients given each of these factors tell us that proximity has thegreatest predictive value for these data. Proximity—an element of magnet-ism—is also important in the theory of musical forces.
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 TABLE 11Krumhansl’s (1995) Test of the Implication-Realization Model
 British Folk Songs (Krumhansl, 1995)
 Summary of multiple regression R = .846p < .0001N = 120
 Registral direction wRD = .17p < .005
 Intervallic difference wID = .17p < .1
 Registral return wRR = .31p < .0001
 Proximity wPR = .50p < .0001
 Closure wCL = .21p < .005
 Unison wUN = -.06ns
 Tonality wTN = .17p < .005
 NOTE—Weights given as w are standardized coefficients.
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In order to compare the implication-realization model to the theory ofmusical forces, we will apply Krumhansl’s approach to Lake’s data, compar-ing the contributions of factors derived from Narmour’s theory and from thetheory of musical forces. To be consistent with her approach, we consider allof Lake’s data, but we limit our attention to the first response tone (the notez). For each cue (notes x and y, the “implicative interval”), we list all possi-ble responses within an octave above and below the last note of the cue (y).There are 1800 such possible responses (75 cues times 24 responses—12above and 12 below). For each resultant three-note pattern, we list the num-ber of Lake’s continuations that begin with those three notes. We calculatethe same scores for Narmour’s bottom-up factors that Krumhansl did (exceptthat we again use levels of pitch-space embedding to represent stability).Then we calculate analogous scores for the musical forces. (For a given three-note pattern, if there is a gravity prediction for that cue that includes that firstresponse tone, it scores a 1; otherwise it scores a 0. If there is a magnetismprediction for that cue that includes that first response tone, it scores a 1; oth-erwise it scores a 0. Here, the magnetism factor is “all or nothing”; proxim-ity, included in the magnetism scores above, is listed here as the same sepa-rate factor coded by Krumhansl. If there is an inertia prediction for that cuethat includes that first response tone, it scores a 2; if that cue does not gen-erate an inertia prediction, it scores a 1; and if that cue does generate an iner-tia prediction, but not one that includes that first response tone, it scores a0.) The results of this statistical analysis are given in Table 12.
 For these data, the analysis fails to support four of Narmour’s five fac-tors (they are either statistically insignificant or negatively affect the per-formance of the model). Only proximity and the added factor of stabili-ty—both of which are also relevant in the theory of musical forces—con-tribute significantly to explaining Lake’s data. (The cues in Lakes data fea-ture mostly intervals smaller than a tritone. Had he included more largercues, it is possible that more of Narmour’s factors may have contributedpositively to explaining the data.)
 However, all factors in the theory of musical forces contribute signifi-cantly to explaining Lake’s data. This gives additional support to the ideathat we experience musical motions metaphorically in terms of our expe-rience of physical motion.
 Furthermore, although the stability of the goal pitch does turn out tobe a significant factor, the analysis of these data also fails to support theother hypotheses suggested by a comparison of Larson’s (1993a) andLerdahl’s (1996) algorithms: the stabilities of the other pitches are statis-tically insignificant, and gravity has significant predictive power (regard-less of whether stability is included in the model).
 The comparison also underscores important differences between my com-puter models of musical forces and the bottom-up component of Narmour’s
 Steve Larson490
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implication-realization model. In order to compare these models, we mustrestrict our attention to just the first response tones. At least for Lake’s data,the single-level model does a better job of predicting those first responsetones than does Narmour’s model. Far more important though, as noted ear-lier, my model can predict completions that match the experimental partici-pants’ entire completions note-for-note as often as any one of those partici-pants does. The operational modeling of tonal relationships in terms of ref-erence and goal alphabets and musical forces allows the computer models topredict listeners’ expectations in a way that suggests that these models maycapture important aspects of the underlying cognitive processes.
 MORE STUDIES WITH RESPONSES OF VARIED LENGTH (LARSON, 1996, 1997A)
 Two partial replications of Lake’s study (Larson, 1996, 1997a) suggestthat the responses of more experienced musicians may not only matchthose of other participants more often that do those of less experiencedmusicians, but may also match those of my computer models more often.In both experiments, musicians recruited from those attending nationalmeetings of the Society for Music Theory were given melodic beginnings
 Musical Forces and Melodic Expectations 491
 TABLE 12Multiple Regression Analysis Results for Lake (1987), Comparing the
 Implication-Realization Model to the Theory of Musical ForcesNarmour's Five Bottom-Up Musical Forces Plus Stability, With
 Factors Plus Stability Proximity Encoded Separately
 Summary of multiple regression R = .614 R = .773p < .0001 p < .0001N = 1800 N = 1800
 Registral direction wRD = –.082p = .0065
 Intervallic difference wID =.049p = .1151
 Registral return wRR = -.076p = .0107
 Proximity wPR =.545 wPR =.280p < .0001 p < .0001
 Closure wCL =.034p = .1466
 Stability of first response tone wS =.314 wS =.174(Lerdahl, 1988) p < .0001 p < .0001
 Gravity wG =.088p < .0001
 Magnetism wM =.432p < .0001
 Inertia wI =.187p < .0001
 Stability of last tone of cue w = .009p = .543
 NOTE—Weights given as w are standardized coefficients.
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in notation, were asked to assume the context of C major, and were askedto write the responses that they thought would appear most often on otherparticipants’ pages.
 Table 13 compares the responses of participants in the first of theseexperiments (Larson, 1996) with those of Lake’s participants and withthose of my computer models. Table 14 makes the same comparison forthe second of these experiments (Larson, 1997a).
 Four of these cues in Table 13 were the same as cues used in Lake’sstudy (the fifth was an inversion of one of Lake’s cues). Because Lake’s 19participants responded twice to each cue, and because Larson’s 38 partic-ipants responded once to each cue, both groups supplied 38 responses toeach cue, or 152 responses for these four cues. Out of their 152 respons-es, 92 (61%) of Larson’s participants’ appear in Table 13. Out of their152 responses, 60 (39%) of Lake’s participants’ appear in Table 13. Thenumber of cases (these 304 responses represent 14 unique responses to 4different cues) is small enough to limit the conclusions that can be drawn,and the tasks differ (singing responses to heard sounds for the undergrad-uates versus writing responses to imagined sounds for the professionaltheorists). Nevertheless, the results are striking enough (61% versus 39%)to raise the question of whether the higher level of agreement might result
 Steve Larson492
 TABLE 13Larson’s (1996) Experimental Participants’ Responses Compared With Lake’s
 (1987), With the Single-Level Model and With the Multilevel ModelProduced by Experimental Participants Rating Assigned by the
 Larson (1996) Lake (1987) Single-Level Model Produced
 Number Proportion Number Proportion Proportion by theResponse: of of Responses of of Responses Numerical of MultilevelLetter Names Responses to That Cue Responses to That Cue Ratings Ratings Model
 A E A 4 .24 0 .00A E F 5 .30 0 .00 √A E F D C 5 .30 0 .00 √A E G 3 .18 5 1.00 20.85 1.00 √C A� G 14 .70 — — 26.06 .58 √C G� A 0 .00 — — 18.59 .42 √C A� G B C 3 .15 — — √C A� G F E� D C 3 .15 — — i,r √D C� D 13 .68 9 .50 18.59 .43 √D D� C 6 .32 9 .50 25.00 .57 √E D C 27 .90 16 .72 23.13 1.00 √E D C B C 3 .10 6 .27 r √G A C 0 .00 4 .20G A G E C 0 .00 3 .15 √G A B 3 .12 0 .00G A B C 13 .50 9 .45 20.15 .49 √G A G 7 .27 4 .20 20.85 .51 √G A G F E D C 3 .12 0 .00 r √
 NOTE—Key: i = unrated inertia prediction, r = recursive prediction, — = not a cue used in Lake’s study.
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from greater musical training. Furthermore, Larson’s participants comecloser to the predictions of the single-level computer model. Once again,those predictions not listed for that model include many that would beproduced as unrated inertia predictions, as recursive predictions, or by themultilevel model (if their hierarchical embellishment structures were rep-resented).
 Table 14 shows that the 61 participants in the second experiment(Larson, 1997a) produced 219 responses, in 26 unique responses, to thesefive cues, meaning that each unique response was sung an average of 8.42times. Once again, these participants agreed more often with themselvesand more often with the computer models than did Lake’s participants.
 The high levels of agreement between participants in these differentstudies: (1) argue that we are measuring robust musical behaviors, (2)raise the question of whether the differences between these participantsmay be due to differences in musical training, and (3) confirm the valueof these data for testing the model presented here.
 And once again, the computer programs come close to predicting alland only the responses of participants in various different experiments.Furthermore, where ratings may be assigned to predictions, the computermodel gives higher ratings to patterns that participants sing more often.
 Conclusions
 This paper has argued that
 experienced listeners of tonal music expect completions in which themusical forces of gravity, magnetism, and inertia control operationson alphabets in hierarchies of embellishment whose stepwise dis-placements of auralized traces create simple closed shapes.
 The instruction set given above suggests how this may happen. The two com-puter programs described here implement aspects of that instruction set.
 The completions generated by the single-level model match note-for-note the entire completions produced by participants in several psycholog-ical studies as often as do the completions of any one of those partici-pants. Furthermore, the ratings it gives to its completions correlate withthe popularity of those responses; higher ratings are given to responsesthat participants sing more often. Those ratings are assigned by the com-puter’s algorithm for the interaction of musical forces. While the bestresults are achieved by adding to that original algorithm a separate factorfor the stability of the response tone, none of the studies reported heresupport any of the other hypotheses suggested by the differences betweenLerdahl’s (1996) and Larson’s (1993a) algorithms.
 Musical Forces and Melodic Expectations 493
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 TABLE 14Larson’s (1997a) Experimental Participants’ Responses Compared With Lake’s
 (1987), With the Single-Level Model and With the Multilevel ModelProduced by Experimental Participants Rating Assigned by the
 Larson (1997a) Lake (1987) Single-Level Model Produced
 Number Proportion Number Proportion Proportion by theResponse: of of Responses of of Responses Numerical of MultilevelLetterNames Responses to That Cue Responses to That Cue Ratings Ratings Model
 Two-note cuesD F E 11 .30 9 .24 21.88 1.00 √D F E C 7 .19 5 .13 r √D F E D C 15 .41 5 .13 r √D F E G F D C 4 .11 0 .00F D B C 0 .00 4 .11 √F D C 10 .23 5 .13 23.13 1.00 √F D E 6 .14 4 .11 √F D E C 12 .27 0 .00 √F D E C D B C 5 .11 0 .00 √F D E D C 8 .18 0 .00F D E F E D C 3 .07 0 .00
 Three-note cuesG E F D 3 .07 — —G E F D C 19 .42 — — √G E F D E D C 5 .11 — —G E F E 4 .09 — — 21.88 .63 √G E F E D C 6 .13 — — r √G E F G 3 .07 — — 13.13 .38 √G E F G C 6 .13 — — r √G F E D C 44 .92 — — i, r √G F E F E D C 4 .08 — — √C A G F E D C 14 .32 — — i √C A G F E 14 .32 — — i √C A G E F D C 5 .11 — — √C A G E C 4 .09 — — √C A G B C 4 .09 — — √C A G C 3 .07 — — 21.12 .48 √
 √NOTE—Key: i = unrated inertia prediction, r = recursive prediction, — = not a cue used in Lake’s study.
 The multilevel model takes a melodic beginning, together with adescription of its hierarchical embellishment structure (a Schenkeriananalysis) and returns a completion that reflects all the levels of that struc-ture. The success of the multilevel model suggests the importance of hier-archical structure in melodic expectation and illustrates how differentinterpretations of the same melodic beginning may lead to differentexpectations for its completion.
 The striking agreement between computer-generated and partici-pant-generated responses suggests that the theory captures someimportant aspects of melodic expectation. Furthermore, the fact thatthese data can be modeled well by the interaction of constantly actingbut contextually determined musical forces gives support to the idea
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that we experience musical motions metaphorically in terms of ourexperience of physical motions.6
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