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            PRECONDITIONING MARKOV CHAIN MONTE CARLO SIMULATIONS USING COARSE-SCALE MODELS Y. EFENDIEV * , T. HOU † , AND W. LUO ‡ Abstract. We study the preconditioning of Markov Chain Monte Carlo (MCMC) methods using coarse-scale models with applications to subsurface characterization. The purpose of preconditioning is to reduce the ﬁne-scale computational cost and increase the acceptance rate in the MCMC sampling. This goal is achieved by generating Markov chains based on two-stage computations. In the ﬁrst stage, a new proposal is ﬁrst tested by the coarse-scale model based on multiscale ﬁnite-volume method. The full ﬁne-scale computation will be conducted only if the proposal passes the coarse-scale screening. For more eﬃcient simulations, an approximation of the full ﬁne-scale computation using precom- puted multiscale basis functions can also be used. Comparing with the regular MCMC method, the preconditioned MCMC method generates a modiﬁed Markov chain by incorporating the coarse-scale information of the problem. The conditions under which the modiﬁed Markov chain will converge to the correct posterior distribution are stated in the paper. The validity of these assumptions for our application, and the conditions which would guarantee a high acceptance rate are also discussed. We would like to note that coarse-scale models used in the simulations need to be inexpensive, but not necessarily very accurate, as our analysis and numerical simulations demonstrate. We present numer- ical examples for sampling permeability ﬁelds using two-point geostatistics. The Karhunen-Loeve expansion is used to represent the realizations of the permeability ﬁeld conditioned to the dynamic data, such as production data, as well as some static data. Our numerical examples show that the acceptance rate can be increased by more than ten times if MCMC simulations are preconditioned using coarse-scale models. Key words. preconditioning, multiscale, MCMC, porous media AMS subject classiﬁcations. 65N99, 62P30, 62F15, 65C05, 65C40 1. Introduction. Uncertainties on the detailed description of reservoir litho- facies, porosity, and permeability are major contributors to uncertainty in reservoir performance forecasting. Reducing this uncertainty can be achieved by integrating additional data in subsurface modeling. With the increasing interest in accurate pre- diction of subsurface properties, subsurface characterization based on dynamic data, such as production data, becomes more important. To predict future reservoir performance, the reservoir properties, such as porosity and permeability, need to be conditioned to dynamic data, such as production data. In general it is diﬃcult to calculate this probability distribution, because the process of predicting ﬂow and transport in petroleum reservoirs is nonlinear. Instead, this probability distribution is estimated from the outcomes of ﬂow predictions for a large number of realizations of the reservoir. It is essential that the permeability (and porosity) realizations adequately reﬂect the uncertainty in the reservoir properties, i.e., the probability distribution is sampled correctly. This problem is challenging because the permeability ﬁeld is a function deﬁned on a large number of grid blocks. The Markov chain Monte Carlo (MCMC) method and its modiﬁcations have been used previously to sample the posterior distribution. In this paper, we design a two- stage MCMC method which employs coarse-scale models based on multiscale ﬁnite volume methods. * Department of Mathematics, Texas A&M University, College Station, TX 77843-3368 ([email protected]) † Applied Mathematics, Caltech, Pasadena, CA 91125 ([email protected]) ‡ Applied Mathematics, Caltech, Pasadena, CA 91125 ([email protected]) 1 
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PRECONDITIONING MARKOV CHAIN MONTE CARLOSIMULATIONS USING COARSE-SCALE MODELS
 Y. EFENDIEV∗, T. HOU† , AND W. LUO‡
 Abstract.
 We study the preconditioning of Markov Chain Monte Carlo (MCMC) methods using coarse-scalemodels with applications to subsurface characterization. The purpose of preconditioning is to reducethe fine-scale computational cost and increase the acceptance rate in the MCMC sampling. Thisgoal is achieved by generating Markov chains based on two-stage computations. In the first stage, anew proposal is first tested by the coarse-scale model based on multiscale finite-volume method. Thefull fine-scale computation will be conducted only if the proposal passes the coarse-scale screening.For more efficient simulations, an approximation of the full fine-scale computation using precom-puted multiscale basis functions can also be used. Comparing with the regular MCMC method, thepreconditioned MCMC method generates a modified Markov chain by incorporating the coarse-scaleinformation of the problem. The conditions under which the modified Markov chain will converge tothe correct posterior distribution are stated in the paper. The validity of these assumptions for ourapplication, and the conditions which would guarantee a high acceptance rate are also discussed. Wewould like to note that coarse-scale models used in the simulations need to be inexpensive, but notnecessarily very accurate, as our analysis and numerical simulations demonstrate. We present numer-ical examples for sampling permeability fields using two-point geostatistics. The Karhunen-Loeveexpansion is used to represent the realizations of the permeability field conditioned to the dynamicdata, such as production data, as well as some static data. Our numerical examples show that theacceptance rate can be increased by more than ten times if MCMC simulations are preconditionedusing coarse-scale models.
 Key words. preconditioning, multiscale, MCMC, porous media
 AMS subject classifications. 65N99, 62P30, 62F15, 65C05, 65C40
 1. Introduction. Uncertainties on the detailed description of reservoir litho-facies, porosity, and permeability are major contributors to uncertainty in reservoirperformance forecasting. Reducing this uncertainty can be achieved by integratingadditional data in subsurface modeling. With the increasing interest in accurate pre-diction of subsurface properties, subsurface characterization based on dynamic data,such as production data, becomes more important.
 To predict future reservoir performance, the reservoir properties, such as porosityand permeability, need to be conditioned to dynamic data, such as production data.In general it is difficult to calculate this probability distribution, because the processof predicting flow and transport in petroleum reservoirs is nonlinear. Instead, thisprobability distribution is estimated from the outcomes of flow predictions for a largenumber of realizations of the reservoir. It is essential that the permeability (andporosity) realizations adequately reflect the uncertainty in the reservoir properties,i.e., the probability distribution is sampled correctly. This problem is challengingbecause the permeability field is a function defined on a large number of grid blocks.The Markov chain Monte Carlo (MCMC) method and its modifications have beenused previously to sample the posterior distribution. In this paper, we design a two-stage MCMC method which employs coarse-scale models based on multiscale finitevolume methods.
 ∗Department of Mathematics, Texas A&M University, College Station, TX 77843-3368([email protected])
 †Applied Mathematics, Caltech, Pasadena, CA 91125 ([email protected])‡Applied Mathematics, Caltech, Pasadena, CA 91125 ([email protected])
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2 Y. EFENDIEV, T. HOU AND W. LUO
 The direct MCMC simulations are generally very CPU demanding because eachproposal requires solving a forward coupled nonlinear partial differential equationsover a large time interval. The forward fine-scale problem is usually formulated on alarge number of grid blocks, which makes it prohibitively expensive to perform suf-ficient number of MCMC simulations. There have been a few attempts to proposeMCMC methods with high acceptance rate, for example, the randomized maximumlikelihood method [20, 21]. This approach uses unconditional realizations of the pro-duction and permeability data and solves a deterministic gradient-based inverse prob-lem. The solution of this minimization problem is taken as a proposal, and is acceptedwith probability one, because the rigorous acceptance probability is very difficult toestimate. In addition to the need of solving a gradient-based inverse problem, thismethod does not properly sample the posterior distribution. Thus, developing effi-cient rigorous MCMC calculations with high acceptance rate remains a challengingproblem.
 In this paper, we show that using inexpensive coarse-scale computations one canincrease the acceptance rate of MCMC calculations. Here the acceptance rate refersto the ratio between the number of accepted permeability samples and the numberof times of solving the fine-scale nonlinear PDE system. The method consists of two-stages. At the first stage, using coarse-scale runs we determine whether or not torun the fine-scale simulations. If the proposal is accepted at the first-stage, then afine-scale simulation is performed at the second stage to determine the acceptanceprobability of the proposal. The first stage of the MCMC method modifies the pro-posal distribution. We show that the modified Markov chain satisfies the detailedbalance condition for the correct distribution. Moreover, we point out that the chainis ergodic and converges to the correct posterior distribution under some technicalassumptions. The validity of the assumptions for our application is discussed in thepaper. We would like to note that two-stage MCMC algorithms have been usedpreviously (e.g., [2, 16, 22, 10]) in different situations.
 In this paper, we use a coarse-scale model based on multiscale finite volumemethods. Note that it is essential that these coarse-scale models are inexpensive, butnot necessarily very accurate. The main idea of multiscale finite volume methodsis to construct multiscale basis functions that contain the small scale information.Constructing these basis functions based on the single-phase flow is equivalent tosingle-phase flow upscaling, provided the transport equation is solved on a coarse-grid. This method is inexpensive, since the basis functions are constructed only once,and the transport equation is solved on the coarse-grid. The use of multiscale finitevolume methods has another advantage that it can be further used as an accurateapproximation for the production data if the transport equation is solved on the finegrid. For this purpose, one needs to compute the fine-scale velocity fields from theprecomputed multiscale basis functions and solve the saturation on the fine grid. Thisprovides an accurate approximation for the production data [13, 14, 1]. Since one canreuse the basis functions from the first stage, the resulting method is very efficient. Wewould like to note that upscaled models are used in MCMC simulations in previousfindings. In an interesting work [9], the authors employ error models between coarse-and fine-scale simulations to quantify the uncertainty.
 Numerical results for permeability fields generated using two-point geostatisticsare presented in the paper. Using the Karhunen-Loeve expansion, we can represent thehigh dimensional permeability field by a small number of parameters. Furthermore,static data (the values of permeability field at some sparse locations) can be easily
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 incorporated into the Karhunen-Loeve expansion to further reduce the dimension ofthe parameter space. Numerical results are presented for both single-phase and two-phase flows for side-to-side and corner-to-corner flows. In all the simulations, weobserve more than ten times increase in the acceptance rate. In other words, thepreconditioned MCMC method can accept the same number of samples with muchless fine-scale runs.
 The paper is organized in the following way. In the next section, we brieflydescribe the model equations and their upscaling. Section 3 is devoted to the analysisof the preconditioned MCMC method and its relevance to our particular application.Numerical results are presented in Section 4.
 2. Fine and coarse models. We consider two-phase flows in a domain Ω underthe assumption that the displacement is dominated by viscous effects. We neglect theeffects of gravity, compressibility, and capillary pressure. The two phases are referredto as water (aqueous phase) and oil (nonaqueous phase liquid), designated by sub-scripts w and o, respectively. We write Darcy’s law, with all quantities dimensionless,for each phase as follows:
 vj = −krj(S)
 µj
 k · ∇p, (2.1)
 where vj , j = w, o, is the phase velocity, k is the permeability tensor, krj is therelative permeability of the phase j, S is the water saturation (volume fraction) andp is the pressure. In this work, a single set of relative permeability curve is usedand k is taken to be a diagonal tensor. Combining Darcy’s law with a statementof conservation of mass allows us to express the governing equations in terms of theso-called pressure and saturation equations:
 ∇ · (λ(S)k∇p) = q, (2.2)
 ∂S
 ∂t+ v · ∇f(S) = −qw, (2.3)
 where λ(S) is the total mobility, q and qw are the source terms, v is the total velocityand f(S) is the flux function, which are respectively given by:
 λ(S) =krw(S)
 µw
 +kro(S)
 µo
 , (2.4)
 v = vw + vo = −λ(S)k∇p, (2.5)
 f(S) =krw(S)/µw
 krw(S)/µw + kro(S)/µo
 . (2.6)
 The above description is referred to as the fine model of the two-phase flow problem.For the single-phase flow, we have λ(S) = 1 and f(S) = S. Throughout, the porosityis assumed to be constant and the permeability is assumed to have the form k(x) =k(x)I, where I is a unit matrix and k(x) is a scalar function.
 The proposed coarse-scale model consists of upscaling the pressure equation (2.2)to obtain the velocity field on the coarse-grid, and then using it in (2.3) to resolve thesaturation on the coarse-grid. The pressure equation is upscaled using the multiscale
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4 Y. EFENDIEV, T. HOU AND W. LUO
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 Fig. 2.1. Typical fine and coarse scale fractional flows
 finite volume method. The details of the method are presented in Appendix A. Usingthe multiscale finite volume method, we obtain the coarse-scale velocity field, which isused in solving the saturation equation on the coarse-grid. Since no subgrid modelingis performed for the saturation equation, this upscaling procedure introduces errors.In Figure 2.1, we present a comparison of the typical fractional flows computed by fine-and coarse-scale models. The fractional flows are plotted against the dimensionlesstime “pore volume injected” (PVI). The pore volume injected (PVI) at time T is
 defined as 1Vp
 ∫ T
 0 qt(τ)dτ , where qt is the combined flow rates of water and oil at
 the production edge, and Vp is the total pore volume of the system. PVI providesthe dimensionless time for the flow displacement. The fractional flow F (t) (denotedsimply by F thereafter) is the fraction of oil in the produced fluid and is defined asF = qo/qt, where qt = qo +qw, with qo and qw denoting the flow rates of oil and waterat the production edge of the model. More specifically,
 F (t) = 1 −∫
 ∂Ωout f(S) vn dl∫
 ∂Ωout vn dl,
 where ∂Ωout is the outflow boundary and vn = v · n is the normal velocity on theboundary. In future analysis, the notations qo, qw or qt will not be used, and q will bereserved for the proposal distributions. The proposed coarse-scale model is somewhatsimilar to the single-phase flow upscaling [4]. One can improve the accuracy of theabove coarse model by solving the transport equation on the fine-grid using the fine-scale velocity field which can be computed employing precomputed multiscale basisfunctions. This makes solving the coarse model more expensive because the transportupdate is performed on the fine-grid with smaller time steps. However, it can providean efficient numerical solver for the second stage of preconditioned MCMC as we willdiscuss later.
 3. Preconditioning Markov chain Monte Carlo (MCMC) simulationusing coarse-scale models.
 3.1. Problem setting. The problem under consideration consists of samplingthe permeability field given fractional flow measurements. Typically, the permeabilityfield is known at some sparse locations. This information should be incorporated into
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 the prior models (distributions) of the permeability. Since the fractional flow is anintegrated response, the map from the permeability field to the fractional flow is notone-to-one. Hence this problem is ill-posed in the sense that there exist many differentpermeability realizations for the given production data.
 From the probabilistic point of view, this problem can be regarded as sampling thepermeability field conditioning on the fractional flow data with measurement errors.Consequently, our goal is to sample from the conditional distribution P (k|F ), wherek is the fine-scale permeability field and F is the fractional flow curve measured fromthe production data. Using the Bayes theorem we can write
 P (k|F ) ∝ P (F |k)P (k). (3.1)
 In the above formula, P (k) is the prior distribution of the permeability field, whichis assumed to be log-normal. The prior distribution P (k) will also incorporate theadditional information of the permeability field at the sparse locations. The likeli-hood function P (F |k) denotes the conditional probability that the outcome of themeasurement is F when the true permeability is k.
 In practice, the measured fractional flow F contains measurement errors. Denotethe fractional flow for a given k as Fk. Fk can be computed by solving the modelequation (2.1)-(2.3) on the fine-grid. The computed Fk will contain a modeling erroras well as a numerical error. In this paper, we assume that the combined errors fromthe measurement, modeling and numerics satisfy a Gaussian distribution. That is,the likelihood function P (F |k) takes the form
 P (F |k) ∝ exp(
 −‖F − Fk‖2
 σ2f
 )
 , (3.2)
 where F is the observed fractional flow, Fk is the fractional flow computed by solvingthe model equations (2.1)-(2.3) on the fine-grid for a given k, and σf is the precisionassociated with the measurement F and the numerical solution Fk. Since both F andFk are functions of t, ‖F − Fk‖2 denotes the L2 norm
 ‖F − Fk‖2 =
 ∫ T
 0
 [F (t) − Fk(t)]2dt.
 It is worth noting that the method discussed in this paper does not depend on thespecific form of the error functions. A more general error model can be used inthe simulations. We would like to emphasize that different permeability fields mayproduce the same fractional flow curve. Thus, the likelihood distribution P (F |k) is amultimodal function of k with multiple local maxima.
 Denote the posterior distribution as
 π(k) = P (k|F ) ∝ exp(
 −‖F − Fk‖2
 σ2f
 )
 P (k). (3.3)
 Sampling from the distribution π(k) can be accomplished by using the Markov chainMonte Carlo (MCMC) method. The main idea of MCMC method is to generate aMarkov chain with π(k) as its stationary distribution. A key step to this approach isto construct the desired transition kernel for the Markov chain. In this paper, we usethe Metropolis-Hasting algorithm. Suppose q(y|x) is a general transitional probabilitydistribution, which is easy to sample and has an explicit form. The Metropolis-HastingMCMC algorithm (see, e.g., [23]) consists of the following steps.
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6 Y. EFENDIEV, T. HOU AND W. LUO
 Algorithm (Metropolis-Hasting MCMC [23])• Step 1. At state kn generate k from q(k|kn).• Step 2. Accept k as a sample with probability
 p(kn, k) = min
 (
 1,q(kn|k)π(k)
 q(k|kn)π(kn)
 )
 , (3.4)
 i.e. take kn+1 = k with probability p(kn, k), and kn+1 = kn with probability1 − p(kn, k).
 Starting with an arbitrary initial permeability sample k0, the MCMC algorithmgenerates a Markov chain kn. At each iteration, the probability of moving fromstate kn to a next state k is q(k|kn)p(kn, k), so the transition kernel for the Markovchain kn is
 K(kn, k) = p(kn, k)q(k|kn) +(
 1 −∫
 p(kn, k)q(k|kn)dk)
 δkn(k).
 Using the explicit formula of the transition kernel, it is not difficult to prove thatthe target distribution π(k) is indeed the stationary distribution of the Markov chainkn. As a result, we can take kn as samples of the distribution π(k) after the chainreaches steady state.
 3.2. The Preconditioned MCMC method. In the above Metropolis-HastingMCMC algorithm, the major computational cost is to compute Fk in the target distri-bution π(k), which involves solving the coupled nonlinear PDE system (2.1)-(2.3) onthe fine-grid. Generally, the MCMC method requires thousands of iterations beforeit converges to the steady state. To quantify the uncertainty of the permeability fieldaccurately, one also needs to generate a large number of different samples. However,the acceptance rate of the direct MCMC method is very low, due to the large dimen-sionality of the permeability field. The algorithm needs to test many proposals toaccept only a few permeability samples. Most of the CPU time is spent on simulatingthe rejected samples. That makes the direct (full) MCMC simulations prohibitivelyexpensive in practice.
 One way to improve the direct MCMC method is to increase its acceptance rateby modifying the proposal distribution q(k|kn). In this paper, we propose an algo-rithm in which the proposal distribution q(k|kn) is adapted to the target distributionusing the coarse-scale model. Instead of testing each proposal by fine-scale computa-tions directly, the algorithm first tests the proposal by the coarse-scale model. Thisis achieved by comparing the fractional flow curves on the coarse grid first. If theproposal is accepted by the coarse-scale test, then a full fine-scale computation willbe conducted and the proposal will be further tested as in the direct MCMC method.Otherwise, the proposal will be rejected by the coarse-scale test and a new proposalwill be generated from q(k|kn). The coarse-scale test filters the unacceptable pro-posals and avoids the expensive fine-scale tests for those proposals. The filteringprocess essentially modifies the proposal distribution q(k|kn) by incorporating thecoarse-scale information of the problem. That is why the modified method is called apreconditioned MCMC method.
 Recall that the fine-scale target distribution is given by (3.3). We approximatethe distribution π(k) on the coarse-scale by
 π∗(k) ∝ exp(
 −‖F − F ∗k ‖2
 σ2c
 )
 P (k), (3.5)
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 where F ∗k is the fractional flow computed by solving the coarse-scale model of (2.1)-
 (2.3) for the given k, and σc is the precision associated with the coarse-scale model.The parameter σc plays an important role in improving the acceptance rate of thepreconditioned MCMC method. The optimal value of σc depends on the correlationbetween ‖F − Fk‖ and ‖F − F ∗
 k ‖, which can be estimated by numerical simulations.(cf. Figure 3.1 and later discussion). Using the coarse-scale distribution π∗(k) as afilter, the preconditioned MCMC can be described as follows.
 Algorithm (preconditioned MCMC)• Step 1. At kn, generate a trial proposal k′ from distribution q(k′|kn).• Step 2. Take the real proposal as
 k =
 k′ with probability g(kn, k′),
 kn with probability 1 − g(kn, k′),
 where
 g(kn, k′) = min
 (
 1,q(kn|k′)π∗(k′)
 q(k′|kn)π∗(kn)
 )
 . (3.6)
 Therefore, the final proposal k is generated from the effective instrumentaldistribution
 Q(k|kn) = g(kn, k)q(k|kn) +(
 1 −∫
 g(kn, k)q(k|kn)dk)
 δkn(k). (3.7)
 • Step 3. Accept k as a sample with probability
 ρ(kn, k) = min
 (
 1,Q(kn|k)π(k)
 Q(k|kn)π(kn)
 )
 , (3.8)
 i.e. kn+1 = k with probability ρ(kn, k), and kn+1 = kn with probability1 − ρ(kn, k).
 In the above algorithm, if the trial proposal k′ is rejected by the coarse-scale test(Step 2), kn will be passed to the fine-scale test as the proposal. Since ρ(kn, kn) ≡ 1,no further (fine-scale) computation is needed. Thus, the expensive fine-scale com-putations can be avoided for those proposals which are unlikely to be accepted. Incomparison, the regular MCMC method requires a fine-scale simulation for everyproposal k, even though most of the proposals will be rejected at the end.
 It is worth noting that there is no need to compute Q(k|kn) and Q(kn|k) in (3.8)by the integral formula (3.7). The acceptance probability (3.8) can be simplified as
 ρ(kn, k) = min
 (
 1,π(k)π∗(kn)
 π(kn)π∗(k)
 )
 . (3.9)
 In fact, (3.9) is obviously true for k = kn since ρ(kn, kn) ≡ 1. For k 6= kn,
 Q(kn|k) = g(k, kn)q(kn|k) =1
 π∗(k)min
 (
 q(kn|k)π∗(k), q(k|kn)π∗(kn))
 =q(k|kn)π∗(kn)
 π∗(k)g(kn, k) =
 π∗(kn)
 π∗(k)Q(k|kn).
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 Substituting the above formula into (3.8), we immediately get (3.9).Since the computation of the coarse-scale solution is very cheap, the Step 2 of
 the preconditioned MCMC method can be implemented very fast to decide whetheror not to run the fine-scale simulation. The second step of the algorithm serves as afilter that avoids unnecessary fine-scale runs for the rejected samples. It is possiblethat the coarse-scale test may reject an individual sample which will otherwise have a(small) probability to be accepted in the fine-scale test. However, that does not play acrucial role, since we are only interested in the statistical property of the samples. Aswe will show later that the preconditioned MCMC algorithm converges under somemild assumptions.
 We would like to note that the Gaussian error model for the coarse-scale distribu-tion π∗(k) is not very accurate. We only use it in the filtering stage to decide whetheror not to run the fine-scale simulations. The choice of the coarse-scale precision pa-rameter σc is important for increasing the acceptance rate. If σc is too large, then toomany proposals can pass the coarse-scale tests and the filtering stage will become lesseffective. If σc is too small, then eligible proposals may be incorrectly filtered out,which will result in biased sampling. Our numerical results show that the acceptancerate is optimal when σc is of the same order as σf . The optimal value of σc can beestimated based on the correlation between ‖F − Fk‖ and ‖F −F ∗
 k ‖ (cf. Figure 3.1).Based on the Gaussian precision models (3.3) and (3.5), the acceptance probabil-
 ity (3.9) has the form
 ρ(kn, k) = min
 (
 1,π(k)π∗(kn)
 π(kn)π∗(k)
 )
 = min
 1,
 exp(
 −Ek−Ekn
 σ2
 f
 )
 exp(
 −E∗
 k−E∗
 kn
 σ2c
 )
 , (3.10)
 where
 Ek = ‖F − Fk‖2, E∗k = ‖F − F ∗
 k ‖2.
 If E∗k is strongly correlated with Ek, then the acceptance probability (3.10) could be
 close to 1 for certain choice of σc. Hence a high acceptance rate can be achieved at Step3 of the preconditioned MCMC method. To demonstrate that E∗
 k is indeed stronglycorrelated with Ek, we compute Ek and E∗
 k for many different permeability samples k(see the second example of section 4, Figure 4.7, for details of the permeability field)and plot Ek against E∗
 k in Figure 3.1. We find that the correlation coefficient betweenE∗
 k and Ek is approximately 0.9. If the correlation between Ek and E∗k is strong, we
 can write
 Ek ≃ αE∗k + β.
 Substituting this into (3.10) and choosing σ2c = σ2
 f/α, we can obtain the acceptancerate close to 1 in Step 3. In practice, however, one does not know a priori thecorrelation constant α. The approximate value of α can be estimated by a priorinumerical simulations where Ek and E∗
 k are computed for a number of permeabilitysamples.
 The preconditioned MCMC method uses the coarse-scale distribution (3.5) withthe reference fractional flow being the observed fine-scale fractional flow. One can alsouse a different reference fractional flow curve in Step 2 of the preconditioned MCMCto improve the acceptance rate. In our numerical simulations (not presented here),we have used the coarse-scale fractional flow corresponding to the observed fractional
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 Fig. 3.1. Cross-plot between Ek = ‖F − Fk‖2 and E
 ∗k
 = ‖F − F∗k‖2.
 flow as the reference fractional flow in the preconditioned MCMC simulations. Wehave observed similar numerical results. Since the coarse-scale fractional flow corre-sponding to the observed fractional flow is generally not known, we do not presentthese numerical results in here. However, we note that one can possibly improve thepreconditioning by a careful choice of the reference fractional flow.
 The preconditioned MCMC method employs multiscale finite volume methods inthe preconditioning step. If a proposal is accepted by the coarse-scale test (Step 2),one can use the precomputed multiscale basis functions to reconstruct the velocityfield on the fine-scale. Then the transport equation can be solved on the fine-gridcoupled with the coarse-grid pressure equation [6, 13, 14, 1]. This approach providesan accurate approximation to the production data on the fine-grid and can be used toreplace the fine-scale computation in the second-stage (step 3). In this procedure, thebasis functions are not updated in time, or updated only in a few coarse blocks. Thusthe fine-scale computation in the second-stage of the preconditioned MCMC method(step 3) can also be implemented fast. Since the basis functions from the first-stageare reused for the fine-scale computation, this combined multiscale approach can bevery efficient for our sampling problem.
 3.3. Analysis of the preconditioned MCMC method. Next we will analyzethe preconditioned MCMC method in more details. Denote
 E =
 k; π(k) > 0
 ,
 E∗ =
 k; π∗(k) > 0
 ,
 D =
 k; q(k|kn) > 0 for some kn ∈ E
 .
 (3.11)
 The set E is the support of the posterior (target) distribution π(k). E contains all thepermeability field k which has a positive probability of being accepted as a sample.Similarly, E∗ is the support of the coarse-scale distribution π∗(k), which contains allthe k acceptable by the the coarse-scale test. D is the set of all the proposals whichcan be generated by the instrumental distribution q(k|kn). For the preconditionedMCMC method to work properly, the conditions E ⊆ D and E ⊆ E∗ must hold (up toa zero measure set) simultaneously. If one of these conditions is not true, say, E 6⊆ E∗,then there will exist a subset A ⊂ (E \ E∗) such that
 π(A) =
 ∫
 A
 π(k)dk > 0 and π∗(A) =
 ∫
 A
 π∗(k)dk = 0,
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 which means no element of A can pass the coarse-scale test and A will never be visitedby the Markov chain kn. Thus, π(k) can not be sampled properly.
 For most practical proposals q(k|kn), such as the random walk samplers and in-dependent samplers, the conditions E , E∗ ⊂ D can be naturally satisfied. By choosingthe parameter σc in π∗(k) properly, the condition E ⊂ E∗ can also be satisfied (seethe discussion below). As a result, we have E ⊂ E∗ ⊂ D. In this case, E∗ is identicalto the support of the effective proposal Q(k|kn):
 E∗ =
 k; Q(k|kn) > 0 for some kn ∈ E
 .
 Due to the high dimension of the permeability field k, the support E of thetarget distribution π(k) is much smaller than the support D of the proposal q(k|kn)distribution. For all the proposals k ∈ (D\E), they will never be accepted as samplesin the MCMC method since π(k) = 0. In the preconditioned MCMC algorithm, theeffective proposal distribution Q(k|kn) samples from a much smaller support E∗, henceavoids solving the fine-scale problems for all k ∈ (D\E∗). Suppose that we sample theposterior distribution π(k) by both the regular MCMC method and preconditionedMCMC method. For each proposal k generated from q(k|kn), the regular MCMCmethod accepts it as a sample with probability p(kn, k) as defined by (3.4). Whilethe preconditioned MCMC method accept it with probability g(kn, k)ρ(kn, k), whereg(kn, k) is the acceptance probability (3.6) of the coarse-scale test and ρ(kn, k) is theacceptance probability (3.8) of the fine-scale test. When g(kn, k) < 1 and ρ(kn, k) < 1,which is true for most proposals k, it is easy to show that g(kn, k)ρ(kn, k) = p(kn, k).That is, the two methods accept k as an example with the same probability. Innumerical experiments, both methods indeed accept approximately the same amountof proposals for fixed number of iterations. However, the regular MCMC methodneeds to solve a fine-scale problem for each MCMC iteration, while the preconditionedMCMC method only solves the fine-scale problem when the proposal passes the coarse-scale test. For all the proposals k ∈ (D \ E∗), they will be rejected directly by thecoarse-scale criteria and do not require fine-scale computations. For each iteration,the preconditioned MCMC only solve the fine-scale problem r time in average, where
 r =
 ∫
 E∗g(kn, k)q(k|kn)dk < 1.
 Note that∫
 D q(k|kn)dk = 1 and g(kn, k) ≤ 1. If E∗ is close to E and hence muchsmaller than D, then r ≪ 1. Therefore, the preconditioned MCMC method requiresmuch less fine-scale simulation while still accept approximately the same amount ofproposals. In other words, the preconditioned MCMC method can achieve muchhigher acceptance rate for each fine-scale computation.
 Next we will discuss the stability property of the preconditioned MCMC method.We shall show that the preconditioned MCMC method shares the same convergenceproperty as the regular MCMC method. Denote by K the transition kernel of theMarkov chain kn generated by the preconditioned MCMC method. Since its effec-tive proposal is Q(k|kn) as defined by (3.7), we get
 K(kn, k) = ρ(kn, k)Q(k|kn) for k 6= kn, (3.12)
 K(kn, kn) = 1 −∫
 k 6=kn
 ρ(kn, k)Q(k|kn)dk. (3.13)
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 That is, the transition kernel K(kn, ·) is continuous when k 6= kn and has a positiveprobability for the event k = kn.
 As in the regular MCMC method, it is easy to show that K(kn, k) satisfies thedetailed balance condition
 π(kn)K(kn, k) = π(k)K(k, kn) (3.14)
 for any k, kn ∈ E . In fact, the equality (3.14) is obviously true when k = kn. Ifk 6= kn, then from (3.12) we have
 π(kn)K(kn, k) = π(kn)ρ(kn, k)Q(k|kn) = min(
 Q(k|kn)π(kn), Q(kn|k)π(k))
 =min
 (
 Q(k|kn)π(kn)
 Q(kn|k)π(k), 1
 )
 Q(kn|k)π(k) = ρ(k, kn)Q(kn|k)π(k) = π(k)K(k, kn).
 So the detailed balance condition (3.14) is always satisfied. Using (3.14), we caneasily show that π(A) =
 ∫
 K(k,A)dk for any A ∈ B(E), where B(E) denotes allthe measurable subsets of E . Thus, π(k) is indeed the stationary distribution of thetransition kernel K(kn, k).
 In the regular MCMC method, the proposal q(k|kn) is usually chosen to satisfy
 q(k|kn) > 0 for any (kn, k) ∈ E × E , (3.15)
 which guarantees that the resulting regular MCMC method is irreducible. The similarstatement is true for the preconditioned MCMC method.
 Lemma 3.1. If the proposal distribution q(k|kn) satisfies (3.15) and E ⊂ E∗
 holds, then the chain kn generated by the preconditioned MCMC method is stronglyπ-irreducible.
 Proof. According to the definition of strong irreducibility, we only need to showthat K(kn, A) > 0 for all kn ∈ E and any measurable set A ⊂ E with π(A) > 0. Notethat
 K(kn, A) ≥∫
 A\kn
 K(kn, k)dk =
 ∫
 A\kn
 ρ(kn, k)Q(kn, k)dk
 =
 ∫
 A\kn
 ρ(kn, k)g(kn, k)q(k|kn)dk.
 In the above inequality, the equal sign holds when kn 6∈ A. Since π(A) =∫
 Aπ(k)dk >
 0, it follows that m(A) = m(A \ kn) > 0, where m(A) is the Lebesgue measure. SinceA ⊂ E and E ⊂ E∗, both ρ(kn, k) and g(kn, k) are positive for k ∈ A. Combining thepositivity assumption (3.15), we can easily conclude that K(kn, A) > 0.
 Most practical proposal distributions, such as random walk samplers or indepen-dent samplers, satisfy the positivity condition (3.15). Thus condition (3.15) posesonly a mild restriction in practice. As we will see later, the proposals used in ournumerical experiment naturally satisfy the condition (3.15).
 Based on the stability property of Markov chains [23, 19], the following conver-gence result is readily available.
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 Theorem 3.2. [23] Suppose (3.15) is true and E ⊂ E∗ holds, then the precondi-tioned Markov chain kn is ergodic: for any function h(k),
 limN→∞
 1
 N
 N∑
 n=1
 h(kn) =
 ∫
 h(k)π(k)dk. (3.16)
 If the chain kn is also aperiodic, then the distribution of kn converges to π(k) inthe total variation norm
 limn→∞
 supA∈B(E)
 ∣
 ∣Kn(k0, A) − π(A)∣
 ∣ = 0 (3.17)
 for any initial state k0.
 To get the convergence property (3.17), we need to show that the Markov chainkn generated by the preconditioned MCMC method is aperiodic. Recall that asimple sufficient condition for aperiodicity is that K(kn, kn) > 0 for some kn ∈ E .In other words, the event kn+1 = kn happens with a positive probability in thepreconditioned MCMC method. From the definition (3.13), we have
 K(kn, kn) = 1 −∫
 k 6=kn
 ρ(kn, k)Q(k|kn)dk = 1 −∫
 k 6=kn
 ρ(kn, k)g(kn, k)q(k|kn)dk.
 Consequently, K(kn, kn) ≡ 0 requires g(kn, k) = 1 and ρ(kn, k) = 1 for almost allk ∈ D, which mean that all the proposals generated by q(k|kn) are correct samplesof distributions π(k) and π∗(k). This is obviously not true in practice. Thus, thepractical preconditioned MCMC method is always aperiodic and converges to thetarget distribution π(k) in the sense of (3.17).
 Next we discuss the necessary condition E ⊆ E∗, which is essential to guaranteethe convergence of the preconditioned MCMC method. Due to the Gaussian form ofthe posterior distribution, π(k) and π∗(k) do not have a compact support and thedomain E (or E∗) is the whole space spanned by all k. However, if the precisionparameters σf and σc are relatively small, then π(k) and π∗(k) are very close to zerofor most proposals. From the numerical point of view, the proposal k is very unlikelyto be accepted if π(k) or π∗(k) is close to zero. Consequently, the support of thedistributions should be interpreted as E = k;π(k) > δ and E∗ = k;π∗(k) > δ,where δ is a small positive number.
 If k ∈ E , then π(k) > δ and ‖Fk − F‖2/σ2f is not very large. To make k ∈ E∗,
 ‖F ∗k −F‖2/σ2
 c should not be very large either. If ‖F ∗k −F‖2 is bounded by ‖Fk−F‖2 up
 to a multiplicative constant, then the condition E ⊆ E∗ can be satisfied by choosingthe parameter σc properly. For most upscaled models, the coarse-scale quantity isindeed bounded by the corresponding fine-scale quantity. For example, the upscaledvelocity v∗ in the saturation equation is obtained by averaging the fine-scale velocityv over the coarse-grid blocks
 v∗(x) =∑
 i
 (
 1
 |Ωi|
 ∫
 Ωi
 v(y)dy
 )
 1Ωi(x),
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 where Ωi ⊂ Ω are the coarse-blocks. It is easy to show that
 ‖v∗‖2L2(Ω) =
 ∑
 i
 1
 |Ωi|(
 ∫
 Ωi
 v(y)dy)2
 ≤∑
 i
 1
 |Ωi|(
 ∫
 Ωi
 1(y)2dy)(
 ∫
 Ωi
 v2(y)dy)
 = ‖v‖2L2(Ω).
 (3.18)
 Thus, the coarse-scale velocity is bounded by the corresponding fine-scale one. Wewould like to remark that for some nonlinear averaging operators, one can also showthat the coarse-scale quantities are bounded by the corresponding fine-scale quantities.One of the examples is the homogenization operator for linear elliptic equations.
 In general, it is difficult to carry out such estimates for fractional flows. How-ever, coarse-scale fractional flows can be interpreted as some type of average of thecorresponding fine-scale fractional flows. Indeed, the fine-scale fractional flow curvecan be regarded as the travel times along the characteristics of the particles thatstart at the inlet. The coarse-scale fractional flow, on the other hand, represents anaverage of these travel times over characteristics within the coarse domain. In gen-eral, the estimation similar to (3.18) does not hold for fractional flow curves, as ournext counter-example shows. For simplicity, we present the counter-example for thesingle-phase flow in porous media with four layers. This example can be easily gen-eralized. Denote by ti, i = 1, 2, 3, 4 the breakthrough times for the layers. Considertwo fine-scale (with four layers) permeability fields with breakthrough times t1 = T1,t2 = T2, t3 = T1, t4 = T2 and t1 = T1, t2 = T1, t3 = T2, t4 = T2 respectively. Thesetwo fine-scale permeability fields will give the same fractional flows, since the timesof the flights are the same up to a permutation. Now we consider the upscaling ofthese two fine scale permeability fields to two-layered media. Upscaling is equiva-lent to averaging the breakthrough times. Consequently, the breakthrough times forthe corresponding upscaled models are t∗1 = 0.5(T1 + T2), t
 ∗2 = 0.5(T1 + T2), and
 t∗1 = 0.5(T1 + T1) = T1, t∗2 = 0.5(T2 + T2) = T2 respectively Thus, the coarse-scale
 models give different fractional flows, even though the fractional flows are identical forthe fine-scale models. However, this type of counter examples can be avoided in prac-tice, because the near-well values of the permeability are known, and consequently,permutation of the layers can be avoided.
 4. Numerical Results. In this section we discuss the implementation details ofthe preconditioned MCMC method and present some representative numerical results.Suppose the permeability field k(x), where x = (x, z), is defined on the unit squareΩ = [0, 1]2. We assume that the permeability field k(x) is a log normal process andits covariance function is known. The observed data include the fractional flow curveF and the values of the permeability at sparse locations. We discretize the domain Ωby a rectangular mesh and the permeability field k is represented by a matrix (thus kis a high dimensional vector). As for the boundary conditions, we have tested variousboundary conditions and observed similar results for the preconditioned MCMC. Inthe following numerical experiments we assume p = 1 and S = 1 on x = 0 andp = 0 on x = 1, and no flow conditions on the lateral boundaries z = 0 and z = 1.We call this type of boundary condition side-to-side. We have chosen this type ofboundary conditions because they provide large deviations between coarse- and fine-scale simulations for the permeability fields considered in the paper. The other typeof boundary conditions is set by specifying p = 1, S = 1 along the x = 0 edge for0.5 ≤ z ≤ 1 and p = 0 along the x = 1 edge for 0 ≤ z ≤ 0.5. On the rest of the
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 boundaries, no-flow boundary conditions are assumed. We call this type of boundarycondition corner-to-corner. We will consider both single-phase and two-phase flowdisplacements.
 Using the Karhunen-Loeve expansion [18, 24], the permeability field can be ex-panded in terms of an optimal L2 basis. By truncating the expansion we can representthe permeability matrix by a small number of random parameters. To impose the hardconstraints (the values of the permeability at prescribed locations), we will find a lin-ear subspace of the random parameter space (a hyperplane) which yields the desiredpermeability fields satisfying the hard constrains.
 We first briefly recall the basic idea of the Karhunen-Loeve expansion. DenoteY (x, ω) = log[k(x, ω)], where the sample variable ω is included to remind us thatk is a random field. Suppose Y (x, ω) is a second order stochastic process, that is,Y (x, ω) ∈ L2(Ω) with probability one. Without loss of generality, we assume thatE[Y (x, ω)] = 0. Given an arbitrary orthonormal basis φk in L2(Ω), we can expandY (x, ω) in Fourier series
 Y (x, ω) =
 ∞∑
 k=1
 Yk(ω)φk(x),
 where
 Yk(ω) =
 ∫
 Ω
 Y (x, ω)φk(x)dx, k = 1, 2, . . .
 are random variables with zero means. We are interested in the special L2 basis φkwhich makes Yk uncorrelated: E(YiYj) = 0 for all i 6= j. Denote the covariancefunction of Y as R(x,y) = E [Y (x)Y (y)]. Then such basis functions φk satisfy
 E[YiYj ] =
 ∫
 Ω
 φi(x)dx
 ∫
 Ω
 R(x,y)φj(y)dy = 0, i 6= j.
 Since φk is complete and orthonormal in L2(Ω), it follows that φk(x) are eigenfunc-tions of R(x,y):
 ∫
 Ω
 R(x,y)φk(y)dy = λkφk(x), k = 1, 2, . . . , (4.1)
 where λk = E[Y 2k ] > 0. Furthermore, we have
 R(x,y) = E[Y (x)Y (y)] =
 ∞∑
 k=1
 λkφk(x)φk(y). (4.2)
 Denote θk = Yk/√λk, then θk satisfy E(θk) = 0 and E(θiθj) = δij . It follows that
 Y (x, ω) =
 ∞∑
 k=1
 √
 λkθk(ω)φk(x), (4.3)
 where φk and λk satisfy (4.1). We assume that the eigenvalues λk are ordered λ1 ≥λ2 ≥ . . .. The expansion (4.3) is called the Karhunen-Loeve expansion (KLE) ofthe stochastic process Y (x, ω). For finite discrete processes, the KLE reduces to theprincipal component decomposition.
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 In (4.3), the L2 basis functions φk(x) are deterministic and resolve the spatialdependence of the permeability field. The randomness is represented by the scalarrandom variables θk. Generally, we only need to keep the leading order terms (quan-tified by the magnitude of λk) and still capture most of the energy of the stochastic
 process Y (x, ω). For a N -term KLE approximation YN =∑N
 k=1
 √λkθkφk, we define
 the energy ratio of the approximation as
 e(N) :=E‖YN‖2
 E‖Y ‖2=
 ∑N
 k=1 λk∑∞
 k=1 λk
 .
 If λk, k = 1, 2, . . . , decay very fast, then the truncated KLE would be good approxi-mations of the stochastic process in L2 sense.
 Suppose the permeability field k(x, ω) is a log normal homogeneous stochasticprocess. Then Y (x, ω) is a Gaussian process and θk are independent standard Gaus-sian random variables. We assume that the covariance function of Y (x, ω) has theform
 R(x,y) = σ2 exp(
 −|x1 − y1|22L2
 1
 − |x2 − y2|22L2
 2
 )
 . (4.4)
 In the above formula, L1 and L2 are the correlation lengths in each dimension, andσ2 = E(Y 2) is a constant. In our first example, we set L1 = 0.2, L2 = 0.2 andσ2 = 2. We first solve the eigenvalue problem (4.1) numerically and obtain theeigenpairs λk, φk. In Figure 4.1 the first 50 eigenvalues are plotted. As we cansee, the eigenvalues of the KLE decay very fast. It has been shown in [8] that theeigenvalues decay exponentially fast for the covariance function (4.4). Therefore, onlya small number of terms need to be retained in the truncated expansion (4.3). Wecan sample Y (x, ω) easily from the truncated KLE (4.3) by generating independentGaussian random variables θk.
 It is worth noting that for a different covariance function such as R(x,y) =
 σ2 exp(
 − |x1−y1|L1
 − |x2−y2|L2
 )
 , the eigenvalues of the integral equation (4.1) may decay
 slowly (only algebraically [8]). To achieve the same accuracy, more terms should beretained in the truncated expansion (4.3), which will increase the dimension of theparameter space to represent the permeability. As a result, sampling the permeabilityfrom the distribution will be more expensive for both the direct MCMC method andthe preconditioned MCMC method. However, small parameter space does not favorthe preconditioned MCMC method and the preconditioning technique is applicableindependent of the problem dimension. For permeabilities with higher dimensionalparameters, the acceptance rates of the direct MCMC method will be even lower.Consequently, the preconditioned MCMC method will be more preferable since itsfiltering procedure can increase the acceptance rates dramatically. Note that if thepermeability field is not a log normal process, then θk in the expansion (4.3) are notnecessarily Gaussian random variables. However, we can still sample the permeabilityfield from the truncated expansion (4.3) by sampling the random variables θk.
 In the numerical experiments, we first generate a reference permeability fieldusing all eigenvectors and compute the corresponding fractional flows. To proposepermeability fields from the prior (unconditioned) distribution, we keep 20 terms inthe KLE. Suppose the permeability field is known at 8 distinct points. This condition
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 Fig. 4.1. Eigenvalues of the KLE for the Gaussian covariance with L1 = L2 = 0.2. The
 eigenvalues decay very fast.
 is imposed by setting
 20∑
 k=1
 √
 λkθkφk(xj) = αj , (4.5)
 where αj (j = 1, . . . , 8) are prescribed constants. For simplicity, we set αj = 0 for allj = 1, . . . , 8. In the simulations we propose twelve θi and calculate the rest of θi bysolving the linear system (4.5). In all the simulations, we test 50000 proposals anditerate the Markov chain 50000 times. Because the direct MCMC computations areexpensive, we do not select the large model problems, and only consider 40 × 40 and60 × 60 fine-scale models. However, the preconditioned MCMC method is applicableindependent of the size of the permeability field.
 We have considered two types of instrumental proposal distributions q(k|kn):the independent sampler; and the random walk sampler. In the case of independentsampler, the proposal distribution q(k|kn) is chosen to be independent of kn and equalto the prior (unconditioned) distribution. In the random walk sampler, the proposaldistribution depends on the previous value of the permeability field and is given by
 k = kn + ǫn, (4.6)
 where ǫn is a random perturbation with prescribed distribution. If the variance ofǫn is chosen to be very large, then the random walk sampler becomes similar to theindependent sampler. Although the random walk sampler allows us to accept morerealizations, it often gets stuck in the neighborhood of a local maximum of the targetdistribution. For both proposal distributions, we have observed consistently morethan ten times of increase in the acceptance rate when the preconditioned MCMC isused.
 For the first set of numerical tests, we use 40 × 40 fine-scale permeability fieldand 10× 10 coarse-scale models. The permeability field is assumed to be log-normal,with L1 = L2 = 0.2 and σ2 = 2 for the covariance function (4.4). In Figure 4.2, theacceptance rates are plotted against different coarse-scale precisions, σc. Here the ac-ceptance rate refers to the ratio between the number of accepted permeability samples
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 and the number of fine-scale simulations that are performed. The acceptance rate forthe direct (full) MCMC is plotted using dashed line, and it is equal to 0.001. Thevertical doted line marks the coarse-scale precision σc = σf . If σc is very small, thenthe total number of accepted realizations is also small, even though the acceptancerate is higher. We have found that if σc is of the same order as σf then the precon-ditioned MCMC method accepts almost the same number of proposals as the directMCMC, but requires only 10 percent of the fine-scale runs. Note that as σc increasesthe acceptance rate decreases and reaches the acceptance rate of full MCMC. Indeed,if σc is very large, then all the proposals will be accepted by the coarse-scale test, andthere is no gain in preconditioning. In general, one can estimate the optimal σc basedon a limited number of simulations, prior to the full simulations as described above.
 In Figure 4.3 we plot the fractional flows of the accepted permeability realizations.On the left plot, the cross-plot between the reference fractional flow and the sampledfractional flows (of accepted realizations) is plotted. Since the reference fractional flowis the same for every accepted sample, the curve has jumps in the vertical direction.On the right plot, fractional flows of accepted samples are plotted using dotted lines.The bold solid line is the reference fractional flow curve. As we can see from thesefigures, the fractional flows of accepted realizations are very close to the observedfractional flow, because the precision is taken to be σ2
 f = 0.001. In Figure 4.4, we
 plot the fractional flow error Ek = ‖F − Fk‖2 of the accepted samples for both thedirect and preconditioned MCMC methods. We observe that the errors of both of theMarkov chains converge to a steady state within 20 accepted iterations (correspondsto 20,000 proposals). Note that we can assess the convergence of the MCMC methodsbased on the fractional flow errors. This is a reasonable indicator for the convergenceand is frequently used in practice. Given the convergence result of the MCMC method,longer chain can be easily generated when it is needed. We present a few acceptedpermeability realizations generated by the preconditioned MCMC method in Figure4.5. The first plot is the reference (true) permeability field and the others are the lastfive accepted permeability realizations. Some of these realizations closely resemble thetrue permeability field. Note that the fractional flows of these accepted realizationsare in good agreements with the reference (true) fractional flow. One can use thesesamples for the uncertainty estimation.
 For the next set of numerical examples, we consider an anisotropic permeabilityfield with L1 = 0.4, L2 = 0.05 and σ2 = 2 defined on a 60 × 60 fine grid. As in theprevious example, we use eight conditioning points and truncate the KLE expansionof the permeability field with 20 terms to maintain a sufficient accuracy. In Figure4.6, we plot the acceptance rates for 6 × 6 and 10 × 10 coarse-scale models againstdifferent choice of σ2
 c . The acceptance rate for the direct (full) MCMC is 0.0008 andit is designated by the dashed line. The acceptance rates is increased by more than10 times in the preconditioned MCMC method when σc is slightly larger than σf (thevertical doted line marks the choice σc = σf ). We also observe higher acceptancerate for 10× 10 coarse-scale model than for 6× 6 coarse-scale model. This is because10× 10 coarse-scale model provides more accurate predictions of the fine-scale resultscompared to the 6 × 6 coarse-scale model. As in the previous cases, when the σc
 is slightly larger than σf , the preconditioned MCMC method can accept the samenumber of samples as the underlying full MCMC but performs only 10 percent ofthe fine-scale simulations. Moreover, we have observed that both the direct (full)MCMC and the preconditioned MCMC methods converge to the steady state within20 accepted iterations, which indicates that both chains have the similar convergence
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 Fig. 4.3. Fractional flow comparisons. Left: Cross-plot between the reference fractional flow
 and sampled fractional flows. Right: Solid line designates the fine-scale reference fractional flow,
 and dotted lines designate fractional flows corresponding to sampled permeability fields.
 properties. In Figure 4.7, we plot the last five accepted samples of the permeabilityfield generated by the preconditioned MCMC method using 6× 6 coarse-scale model.Some of these samples closely resemble the reference (true) permeability field.
 Our next set of numerical experiments are for the two-phase flow simulations. Wehave observed very similar results for two-phase flow simulations, and thus restrictour numerical results to only a few examples. We consider µw/µo = 5 and krw(S) =S2, kro(S) = (1 − S)2. Typically, one observes similar behavior of the upscalingerrors for single- and two-phase flows. We consider 40 × 40 fine-scale log-normalpermeability field with L1 = L2 = 0.2 and 10× 10 coarse-scale models. In Figure 4.8,the acceptance rate for σ2
 f = 0.001 is plotted. As in the case of the single-phase flowsimulations, we observe more than ten times increase in the acceptance rate. Thepreconditioned MCMC method accepts the same amount of samples as in the full
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 Fig. 4.4. Fractional flow errors vs. accepted iterations.
 MCMC with less than 10% of the fine-scale runs. To study the relative convergenceof the preconditioned MCMC method, we plot the fractional flow error for both fulland preconditioned MCMC simulations in Figure 4.9. It can be seen from this figurethat both the full and preconditioned MCMC methods reach the steady state within20 accepted iterations. This indicates that the direct and preconditioned MCMCmethods have similar convergence properties. The typical samples for the two-phaseflow are very similar to those for the single-phase flow, and we do not present themhere.
 Next we present some numerical results using the random walk sampler (4.6)as the instrumental proposal distribution. The random walk sampler proposes newpermeability fields in a neighborhood of the previously accepted permeability field.This improves the acceptance rate in general, though the random walk sampler canget stuck in the neighborhood of the local maxima of the distribution. As a result,the MCMC method will accept a large number of realizations, but it takes a longtime for the Markov chain to go from one local maxima to another local maxima. Weconsider 60 × 60 fine-scale permeability fields, with L1 = 0.4, L2 = 0.05 and σ2 = 2for the covariance function (4.4). In the preconditioning step, 10 × 10 and 6 × 6coarse-scale models are used. In Figure 4.10, we present the acceptance rates for bothcoarse-scale models when the side-to-side boundary condition is used. In both cases,the acceptance rates are increased several times. In particular, the acceptance ratereaches its peak for σc close to σf , and decreases as σc increases. We find that thegenerated chain kn has a long correlation length and the nearby accepted permeabilityrealizations are similar to each other. This indicates that the permeability realizationsare sampled from a neighborhood of a local maxima, and consequently many proposalsare required for a proper sampling. Next, we study the convergence of the direct (full)and preconditioned MCMC methods using the random walk sampler (4.6). Figure4.11 is the plot of the fractional flow errors against accepted iterations. As we can seefrom this figure, both the full MCMC method and the preconditioned MCMC methodconverge within 20 accepted iterations.
 Finally, we test the preconditioned MCMC method when different boundary con-ditions are used. In Figure 4.12, we compare the acceptance rates using 10 × 10
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 Fig. 4.5. The last five accepted realizations of the log permeability field. The “+” sign marks
 the locations of the hard data.
 and 6 × 6 coarse-scale models for the side-to-side and the corner-to-corner boundaryconditions. We obtain similar increases of the acceptance rates in the preconditionedMCMC method for the different boundary conditions. We have tested the precondi-tioned MCMC algorithm with more complicated boundary conditions involving multi-ple wells (source terms) that arise in petroleum applications. In these numerical tests,the single-phase flow upscaling is used (as in [4]) since the multiscale finite volumemethods require additional modifications to take into account the well information.The resulting preconditioned MCMC method can increase the acceptance rates byseveral times. In general, we have found the multiscale finite volume methods to bemore accurate for coarse-scale simulations and they can be further used for efficientand robust fine-scale simulations.
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 As we mentioned earlier, the full MCMC method and the preconditioned MCMCmethod accept approximately the same amount of samples for a fixed number of testedproposals. Denote N as the total number of tested proposals, then the direct MCMCmethod requires exactly N number of fine-scale simulations. Suppose M < N is thenumber of fine-scale simulations conducted in the preconditioned MCMC method.Denote tf and tc as the CPU times for a single fine-scale and coarse-scale forwardsimulation. Then the computational costs for the direct MCMC method and thepreconditioned MCMC method would be Ntf and Ntc+Mtf respectively. Therefore,the CPU cost for the preconditioned MCMC method is only tc
 tf+ M
 Nof that of the
 direct MCMC method. The coarse-scale computational cost tc is usually much smallerthan the fine-scale computational cost tf . Suppose the fine-scale model is upscaled 5times in each direction. Then solving the pressure equation at each time step is about25 times faster on the coarse grid than on the fine grid. Moreover, the saturationequation is also solved on the coarse grid and with larger time steps. This makesthe overall coarse-scale computations of the two-phase flow equation at least 25 timesfaster than the fine-scale computations, i.e., tc ≈ 0.04tf . If the acceptance rateis increased by more than 10 times in the preconditioned MCMC method, as in ournumerical experiments, then M
 N< 0.1, and the overall CPU cost of the preconditioned
 MCMC method would be only 10% of the CPU costs of the direct MCMC method.Note that using very coarse-scale models (fewer coarse blocks) reduces tc but increasesthe fine-scale run ratio M
 N. On the other hand, using finer coarse-scale models reduces
 the ratio MN
 but increases tc. Consequently, a somewhat moderate coarsening (5-10times coarsening in each direction for large-scale fine models) can provide an optimalchoice in the preconditioning of the MCMC simulations.
 One can use cruder approximation methods instead of physics-based upscalingmethods in preconditioning the MCMC simulations. Next, we discuss applying simpleaveraging methods in the preconditioned MCMC method. Suppose that the proposalk(x) can be represented by the KLE log(k(x)) =
 ∑n
 k=1 ckφk(x). Denote φ∗k(x) as the
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 spatial average of φk(x) on the coarse-grid
 φ∗k(x) =∑
 i
 (
 1
 |Ωi|
 ∫
 Ωi
 φk(x) dx
 )
 1Ωi(x),
 where Ωi are the coarse blocks. Then k∗(x) = exp(∑n
 k=1 ckφ∗k(x)) is a coarse-scale
 approximation of k(x). We can use k∗(x) in the coarse-scale simulations to determinewhether or not to run the fine-scale simulations. We would like to note that this typeof averaging is less expensive compared to the upscaling method used in the paperbecause it involves only volume average and it is performed only once. However, ingeneral this type of averaging does not represent the correct average flow proper-ties, and consequently the strong correlation between the fine-scale and coarse-scale
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 quantities is not guaranteed. Our numerical results show that using simple averagingmethods, such as the one presented here, can give an incorrect sampling. We haveobserved that averaging the KLE eigenfunctions leads to more uniform permeabilityfields. Consequently, the first stage of the preconditioned MCMC method restrictsthe proposal permeability to the more uniform fields and leads to incorrect samplingof the multimodal target distribution.
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 Single-phase flow and σ2
 f= 0.001. Random walk sampler is used as the proposal distribution.
 Finally, we would like to point out that the coarse-scale approximation techniquescan also be efficiently used for other instrumental distributions. In our recent work[3], we have used coarse-scale approximations based on the multiscale finite volumemethods in Langevin MCMC algorithms. In the Langevin MCMC algorithms, thegradient of the posterior distribution is used in the instrumental proposal distribution.The computation of the gradient of the posterior distribution is very expensive. Wehave employed the coarse-scale model in approximating the gradient and used two-
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 stage MCMC method in filtering these proposals. We have shown that one can achievethe acceptance rate comparable to the fine-scale Langevin MCMC with much less CPUtime.
 5. Conclusion. In this paper, we study the preconditioning of MCMC simu-lations using inexpensive coarse-scale runs in inverse problems related to subsurfacecharacterization. For each MCMC proposal, a coarse-scale simulation is performed todecide whether or not to run the fine-scale simulations. The coarse scale simulation,which is based on the multiscale finite volume methods, filters unlikely acceptable pro-posals and avoid expensive fine-scale simulations for them. The filtering process takesinto account the coarse-scale information of the problem and modifies the Markovchain generated by the MCMC method. We formulate the conditions which guaran-tee that the modified chain will converge to the correct posterior distribution. We alsodiscuss the applicability of these conditions to the commonly used upscaling meth-ods. Numerical examples show that we can achieve more than ten times of increase inthe acceptance rate if the MCMC simulations are preconditioned using coarse-scalemodels. The sampled realizations of the permeability field can be used in uncertaintyquantification.
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 Appendix A. Coarse-scale models using multiscale finite volume meth-ods.
 In this Appendix, we discuss the details of the upscaled model used in the paper.
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 The key idea of the method is the construction of the finite element basis functions onthe coarse grids, such that these basis functions capture the small scale informationon each coarse block. The method we will use follows its finite element counterpartpresented in [11]. The basis functions are constructed from the solution of the leadingorder homogeneous elliptic equation on each coarse element with carefully chosenboundary conditions. For a coarse element K with d vertices, the local basis functionsφi, i = 1, . . . , d satisfy the following elliptic problem:
 −∇ · (k · ∇φi) = 0 inK
 φi = gi on ∂K,(A.1)
 for some functions gi defined on the boundary of the coarse element K. Hou etal. [11] have demonstrated that a careful choice of the boundary condition wouldguarantee that the basis functions capture the local information of the solution, andhence improve the accuracy of the method. The function gi for each i varies linearlyalong ∂K. Thus, φi will reduce to a standard linear/bilinear basis function for aconstant diagonal tensor. Note that as usual we require φi(ξj) = δij . Finally, a nodalbasis function associated with each vertex ξ is constructed from the combination ofthe local basis functions that share this ξ. These nodal basis functions are denotedby ψξξ∈Z0
 h.
 Denote by V h the space for the approximate pressure solution which is spannedby the basis functions ψξξ∈Z0
 h. Based on (2.2), a statement of mass conservation is
 formed on each control volume Vξ, where the approximate solution is expressed as alinear combination of the basis functions. Assembly of this mass conservation state-ment on all control volumes would give rise a linear system of equations that can besolved accordingly. The resulting linear system has incorporated the fine-scale infor-mation through the involvement of the nodal basis functions on the approximate solu-tion. To be more specific, the problem now is to seek ph ∈ V h with ph =
 ∑
 ξ∈Z0
 hpξψξ
 such that∫
 ∂Vξ
 λ(S)k · ∇ph · ~n dl =
 ∫
 Vξ
 f dA, (A.2)
 for every control volume Vξ ⊂ Ω. Here ~n denotes the unit normal vector on theboundary ∂Vξ of the control volume, and S is the fine scale saturation field at thispoint. We note that concerning the basis functions, a vertex-centered finite volumedifference is used to solve (A.1).
 Once the pressure solution is available, it can be used to compute the total velocityfield at the coarse-scale level, denoted by v = (vx, vz) via (2.5). In general, thefollowing formula are used to compute the velocities in the horizontal and verticaldirections respectively:
 vx = − 1
 hz
 ∑
 ξ∈Z0
 h
 pξ
 (∫
 E
 λ(S)kx
 ∂ψξ
 ∂xdz
 )
 , (A.3)
 vz = − 1
 hx
 ∑
 ξ∈Z0
 h
 pξ
 (∫
 E
 λ(S)kz
 ∂ψξ
 ∂zdx
 )
 , (A.4)
 where E is the edge of Vξ. Furthermore, for the control volumes Vξ adjacent tothe Dirichlet boundary (which are half control volumes), we can derive the velocity
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 approximation using the conservation statement derived from (2.2) on Vξ. One of theterms involved is the integration along part of the Dirichlet boundary, while the restof the three terms are known from the adjacent internal control volumes calculations.The analysis of the two-scale finite volume method can be found in [7].
 As for the upscaling of the saturation equation, we use the coarse scale velocityto update the saturation field on the coarse-grid, i.e.,
 ∂S
 ∂t+ v · ∇f(S) = 0, (A.5)
 where S denotes the saturation on the coarse-grid. In this case the upscaling of thesaturation equation does not take into account the subgrid effects. As we mentionedabove, one can reconstruct the velocity field and solve the saturation equation on thefine grid. The latter, though more expensive, provides an accurate approximation ofthe production data.
 REFERENCES
 [1] J. Aarnes, On the use of a mixed multiscale finite element method for greater flexibility and
 increased speed or improved accuracy in reservoir simulation, SIAM Multiscale Modelingand Simulation, 2 (2004), pp. 421–439.
 [2] A. Christen and C. Fox, MCMC using an approximation. Technical report, Department ofMathematics, The University of Auckland, New Zealand.
 [3] P. Dostert, Y. Efendiev, T. Hou, and W. Luo, Coarse-gradient Langevin algorithms for
 dynamic data integration and uncertainty quantification. Submitted.[4] L. J. Durlofsky, Numerical calculation of equivalent grid block permeability tensors for het-
 erogeneous porous media, Water Resour. Res., 27 (1991), pp. 699–708.[5] Y. Efendiev, A. Datta-Gupta, V. Ginting, X. Ma, and B. Mallick, An efficient two-stage
 Markov chain Monte Carlo method for dynamic data integration. Submitted.[6] Y. Efendiev, V. Ginting, T. Hou, and R. Ewing, Accurate multiscale finite element methods
 for two-phase flow simulations. Submitted.[7] V. Ginting, Analysis of two-scale finite volume element method for elliptic problem, Journal
 of Numerical Mathematics, 12(2) (2004), pp. 119–142.[8] P. Frauenfelder, C. Schwab and R. A. Todor, Finite elements for elliptic problems with
 stochastic coefficients, Comput. Methods Appl. Mech. Engrg., 194 (2005), pp. 205–228.[9] J. Glimm and D. H. Sharp, Prediction and the quantification of uncertainty, Phys. D, 133
 (1999), pp. 152–170. Predictability: quantifying uncertainty in models of complex phe-nomena (Los Alamos, NM, 1998).
 [10] D. Higdon, H. Lee and Z. Bi, A Bayesian approach to characterizing uncertainty in inverse
 problems using coarse and fine-scale information, IEEE Transactions on Signal Processing,50(2) (2002), pp. 388-399.
 [11] T. Y. Hou and X. H. Wu, A multiscale finite element method for elliptic problems in composite
 materials and porous media, Journal of Computational Physics, 134 (1997), pp. 169–189.[12] L. Hu, Gradual deformation and iterative calibration of Gaussian-related stochastic models,
 Mathematical Geology, 32(1) (2000), pp. 87–108.[13] P. Jenny, S. H. Lee, and H. Tchelepi, Multi-scale finite volume method for elliptic problems
 in subsurface flow simulation, J. Comput. Phys., 187 (2003), pp. 47–67.[14] P. Jenny, S. H. Lee, and H. Tchelepi, Adaptive multi-scale finite volume method for multi-
 phase flow and transport in porous media, SIAM Multiscale Modeling and Simulation, 3(2005), pp. 30–64.
 [15] P. Kitanidis, Quasi-linear geostatistical theory for inversing, Water Resour. Res., 31 (1995),pp. 2411–2419.
 [16] J. S. Liu, Monte Carlo Strategies in Scientific Computing, Springer, New-York, 2001.[17] O. Lodoen, H. Omre, L. Durlofsky, and Y. Chen, Assessment of uncertainty in reservoir
 production forecasts using upscaled models. submitted.[18] M. Loeve, Probability Theory, 4th ed., Springer, Berlin, 1977.[19] S. P. Meyn, R. L. Tweedie, Markov Chains and Stochastic Stability, Springer-Verlag, London,
 1996.

Page 28
                        

28 Y. EFENDIEV, T. HOU AND W. LUO
 [20] D. Oliver, L. Cunha, and A. Reynolds, Markov chain Monte Carlo methods for conditioning
 a permeability field to pressure data, Mathematical Geology, 29 (1997).[21] D. Oliver, N. He, and A. Reynolds, Conditioning permeability fields to pressure data. 5th
 European conference on the mathematics of oil recovery, Leoben, Austria, 3-6 September,1996.
 [22] H. Omre and O. P. Lodoen, Improved production forecasts and history matching using ap-
 proximate fluid flow simulators, SPE Journal, September 2004, pp. 339-351.[23] C. Robert and G. Casella, Monte Carlo Statistical Methods, Springer-Verlag, New-York,
 1999.[24] E. Wong, Stochastic Processes in Information and Dynamical Systems, MCGraw-Hill, 1971.



						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                AFourier–Karhunen–Loevediscretizationschemeforstationary ...cfli/papers_pdf_files/... · In order to overcome the computational difﬁculties in Karhunen–Loeve (K–L) expansions

                            

                                                    
                                Random Fields - Efficient Analysis and Simulation...Karhunen-Loeve expansion is very useful for reduction of number of variables Solution of eigenvalue problem may run into computational

                            

                                                    
                                Karhunen-Loeve procedure for gappy data · R. Everson and L. Sirovich Vol. 12, No. 8/August 1995/J. Opt. Soc. Am. A 1657 Karhunen–Loeve procedure for gappy data` R. Everson and

                            

                                                    
                                Chapter 3 OPTIMAL DECORRELATION AND THE KLT · Web viewChapter 3 OPTIMAL DECORRELATION AND THE KLT 3.1 Introduction Karhunen-Loeve transform (KLT) is a unitary transform that diagonalizes

                            

                                                    
                                Hierarchical matrices for approximating large covariance matries and computing Karhunen-Loeve Expansion in PDEs with uncertain coefficients

                            

                                                    
                                Lecture 1: Introduction to low-rank tensor representation/approximation · Write rst Karhunen-Loeve Expansion and then for uncorrelated random variables the Polynomial Chaos Expansion

                            

                                                    
                                Chris Green Dissertation Karhunen Loeve Transform

                            

                                                    
                                arXiv:math-ph/0701056v2 23 Aug 2007 · arXiv:math-ph/0701056v2 23 Aug 2007 ENTROPY ENCODING, HILBERT SPACE AND KARHUNEN-LOEVE TRANSFORMS` PALLE E.T. JORGENSEN AND MYUNG-SIN SONG Abstract

                            

                                                    
                                A KARHUNEN-LOEVE LEAST-SQUARES TECHNIQUE FORµ …powers/brooks.dissertation.pdfA Dissertation Submitted to the Graduate School of the University of Notre Dame ... two-dimensional

                            

                                                    
                                k-means Approach to the Karhunen-Loeve´ Transform · 1 k-means Approach to the Karhunen-Loeve´ Transform Krzysztof Misztal, Przemysław Spurek and Jacek Tabor Abstract—We present

                            

                                                    
                                Gappy POD and GNAT - Mines ParisTechmatperso.mines-paristech.fr/Donnees/data10/1038-CD-Mines-L2.pdf · First applied to face recognition (Emerson and Sirovich, ”Karhunen-Loeve Procedure

                            

                                                    
                                Rate-distortion optimization for progressive compression ... · using a connectivity-based Karhunen-Loeve transform and a bit plane coder for the geometry encoding. Rate-distortion

                            

                                                    
                                AHigh-PerformanceLosslessCompressionSchemeforEEG ...downloads.hindawi.com/journals/ijta/2012/302581.pdf · In [18] Wongsawat et al. applied the Karhunen-Loeve transform (KLT) for

                            

                                                    
                                Stochastic Local Interaction Models and Space-Time ......The Errors of the Karhunen-Loeve Expansion can be` Controlled K-L Expansion - Local Approximation Errors Local approximation

                            

                                                    
                                APPLICATIONS OF THE KARHUNEN-LOEVE TRANSFORM IN REFLECTION SEISMOLOGY by

                            

                                                    
                                Karhunen-Loeve Representation of Stochastic Ocean Wavesweb.mit.edu/flowlab/pdf/Optimal_Wave_Stochastics_Final.pdf · Introduction The design of ships and offshore structures that

                            

                                                    
                                An ensemble based nonlinear orthogonal matching pursuit ... · However, the amount of available data to constrain the models ... Karhunen-Loeve expansion (KLE) (Kac and Siegert, 1947;

                            

                                                    
                                Multiresolution Analysis for Stochastic Finite Element ...downloads.hindawi.com/journals/mpe/2012/215109.pdf · in 8 . The Karhunen-Loeve expansion is usually truncated by retaining

                            

                                                    
                                Data sparse approximation of the Karhunen-Loeve expansion

                            

                                                    
                                client.blueskybroadcast.com...Karhunen-Loeve expansion: ti the number m of terms tends to the Monte Carlo method does not care. The quasi Monte Carlo method does not care either! Theorem

                            

                                                    
                                EE 398A: IMAGE & VIDEO COMPRESSION PROJECT MARCH 2011 …€¦ · EE 398A: IMAGE & VIDEO COMPRESSION PROJECT MARCH 2011 1 Direction-Adaptive Karhunen-Loeve Transform for` Image Compression

                            

                                                    
                                USING THE KARHUNEN-LOÈVE TRANSFORM TO SUPPRESS … · USING THE KARHUNEN-LOÈVE TRANSFORM TO SUPPRESS GROUND ROLL IN ... basado en la Transformada ... Using the Karhunen-Loève Transform

                            

                                                    
                                Journal of Computational Physicsarchive.ymsc.tsinghua.edu.cn/pacm_download/477/11601-Zhiwen_Z… · Karhunen–Loeve expansion Low-dimensional structure Adaptivity algorithm Sparsity

                            

                                                    
                                Compressive Sensing based Polynomial Chaos Expansions for … · 2014-04-25 · Model friction using Karhunen Loeve expansion log( (x;˘)) = 0(x) + Xd k=1 p k˚ k(x)˘ k where f kgd

                            

                                                    
                                The pivoted Cholesky decomposition and its application to … · 2010. 9. 28. · Karhunen-Loeve expansion` Approximation of stochastic ﬁelds a 2L2(D) L2 P(W) by the truncated Karhunen-Loeve

                            

                                                    
                                Sensing, Compression and Recovery for Wireless Sensor ... · The Karhunen-Loeve expansion is the theoretical basis for PCA. It is a method t` o represent through the best M-term approximation

                            

                                                    
                                Learning basis vectors and weights for EEG signalsvibhor kumar T-61-181 Biomedical Signal Processing Sections 4.5.3 – 4.6.2 Finding optimal basis function to denoise 1. Karhunen-Loeve

                            

                                                    
                                Disease Trajectory Maps...by Karhunen and Loeve and is also referred to as the Karhunen-Loeve expansion [Watanabe, 1965]. While numerous variants of FPCA have been proposed, the one

                            

                                                    
                                Transform-based Models Principal component analysis (PCA) or Karhunen-Loeve transform (KLT) Application into Face Recognition and MATLAB demo DFT, DCT

                            

                                                    
                                Application the Karhunen-Loeve Expansion to Feature ... · expansionextracts aset of features thatis optimal with respect to representing apattern class whoseobservable is a random

                            

                                                    
                                Sparse data formats and efficient numerical methods for UQ in … · Low-rank approximation of the solution Let W := [v1,v2, ... of hierarchical matrices for computing the Karhunen-Loeve`

                            

                                                    
                                Sensing, Compression and Recovery for Wireless Sensor ...rossi/papers/CS_2012/tw_CS1.pdf · The Karhunen-Loeve expansion is the theoretical basis for PCA. It is a method t` o represent

                            

                                                    
                                SUBMITTED TO IEEE TRANSACTIONS ON GEOSCIENCE AND …bioucas/files/ieeegrsHySime07.pdf · For example, principal component analysis (PCA) [12] computes the Karhunen-Loeve´ transform,

                            

                                                    
                                A NEW SURROGATE MODELING TECHNIQUE ......method [7, 16] that uses a combination of the Karhunen-Loeve expansion with the nite element method (FEM) for physical systems modeled by elliptic

                            

                                                    
                                Disease Trajectory Mapspapers.nips.cc/paper/6177-disease-trajectory-maps.pdf · by Karhunen and Loeve and is also referred to as the Karhunen-Loeve expansion [Watanabe, 1965]. While

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOCUMENT

            

                    

    








    


